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Abstract: Nowadays, autonomous vehicles are developing rapidly toward facilitating human car driving. One of the main issues 

is road lane detection for a suitable guidance direction and car accident prevention. This paper aims to improve and optimize 

road line detection based on a combination of camera calibration, the Hough transform, and Canny edge detection. The video 

processing is implemented using the Open CV library with the novelty of having a scale able region masking. The aim of the 

study is to introduce automatic road lane detection techniques with the user’s minimum manual intervention. 

 

I. INTRODUCTION 

In this modern era, cars have become an inseparable part of our lives and the most important issue regarding cars is human safety. 

Without a doubt, in this context, the topic of driving safely and road safety is a challenging task. In order to improve drivers’ safety 

and reduce accidents caused by human error, road lane detection-based techniques are found to be useful. In the last decades, image 

processing and afterward deep learning and artificial intelligence have been employed to improve the accuracy of such a task. The 

image processing techniques are found to be easy to be implemented and relatively non-costly in comparison with machine learning 

techniques. The most common image processing method related to this task uses a combination of Canny edge detection and 

Hough transform. In this study, we optimize the existing methods and improve the results of the previous works by using 

camera calibra- tion, optimized Canny edge window selection, and automatic masking. The results are tested on video images viral 

on the internet related to lane detection of dangerous roads, as well as, videos taken by cameras placed in front of a car to capture 

road videos. The proposed approach uses minimum manual intervention and is easy to be used on either microchips or computers, 

either on real-time or offline videos, and gives on-time notice to the driver in case of crossing the lines or detecting any object 

entering the road on the lane. 

 

II. PROPOSED    FRAMEWORK 

In this section, we discuss the method, improvements, and evaluation meters. The one view of the lane detection approach can be 

seen in Fig. 1. In the following, we give further details. 

 

A. Camera Calibration 

Many cameras have the problem of lens distortion. Dis- tortion, or frequently named camera sectioning, leads to the process of 

estimating the parameters of a lents image sensor, as we can see an example in Fig. 2. In this study, camera calibration was used to 

solve this problem [3]. 

 

B. Gray Scale 

As a first step, a grayscale filter is used to prepare the data for Canny edge detection. This step computes the magnitude (norm) of 

the gradient for each pixel, according to Sobel derivatives in x and y directions. Using Canny edges for each channel would lead to a 

slow algorithm and delay the image processing algorithm. In Fig.3 we show one of the grayscale images of the test data. Readers 

can refer to [4] for more details on the grayscale process by averaging the values in Red, Green, and Blue channels. 

 

C. Noise Removal and optimized region masking 

Due to the fact that the main image processing elements used for the line detection involve Canny edges and Hough transform, 

mathematical operations such as derivatives are involved. Such operators lead to high sensitivity to image noise. To avoid such a 

problem it is crucial to deal with the noise problem before we further proceed with lane detection. In our work, we use a simple 

Gaussian filter for noise removal. As the process is sensitive, as it can lead to image blurring and loss of significant data, 

selecting a proper window size of the Gaussian filter is another important issue. Through experiments, it was noticed that for 

different cameras the size of the Gaussian filter varies. To cope with such a problem we propose an optimization method using a 

loop for 5 different sizes of the kernel.  
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The kernels are taken of sizes 3X3, 5   X 5, 9 X   9, 15   X  15, and 20  X   20. In the setup of the camera onthe first run, we 

suggest two options. The first option is for the scenario where test data and its correct line detection is 

 
 

Fig. 1: Approach of Lane Detection in one view 

 

 

(a) Camera calibration (b) Test image using the camera calibration 

Fig. 2: The left image shows the camera calibration process before setting it in front of the car [3], whereas the right image is 

an image taken from one of the most dangerous roads in US [5]. 

 

provided and the second scenario has a deficiency of such data. In this regard, we work on having a completely automatic 

process. Fig. 3 shows the result of the Gaussian filter already applied in this research for one of the processed images. 

Considering the fact that images and videos come from a camera placed on the forehead of the car, only a certain part of the images 

are in the interest of the lane detection approach. This relates to the triangle defined by the parameters of the lens of the camera [6] 

as shown in Fig. 4. One of the main contributions of this work relates to figuring out the mask size based on the image size of the 

camera using the width and  length of the photo as x and y. The mask coordinates formula  is given in Eq. 1. The mask 

makes the choice of area of interest automatically. This means that this method is looking for the lanes on the Approximate location 

of the road and will not search for the lanes in other areas of the picture like the sky which is above the masking area. Fig. 4 shows 

the output of such a mask. 

 [0, 0], ([x/2, y/2] −x/10), ([x/2, y/2] +x/10), [0, max(x)] 

(1) 

D. Canny edge detection 

Canny edge detection is a well-known edge detection method that is mostly used to detect boundaries based on derivative. In the 

method proposed by John F. Canny, the gradient of pixels had been used to detect dense regions where the intensity changes are 

occurring. The result of the Canny edge detector [7] [8] on the test image is shown in Fig. 5. Here Canny edge detection is 

applied in the standard way where the derivative of the image are computed in x and y directions using a Sobel kernel. Then 

the magnitude has been computed as shown in Eq. 2. Furthermore, the gradient orientation information can be computed through 

Eq. 3. The result of such operations is visually shown in Fig.7. 

 
Non-maximum suppression: After calculating the values of gradients and their directions, by checking the directions of all pixels, 

every pixel in another direction of the maximum in the neighborhood will be deleted. 
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Edge tracking by Hysteresis: After non-maximum suppres- sion, for detecting the lanes on the road, a minimum value and maximum 

values are chosen for the intensity gradient in the way that every edges below the minimum value and above the maximum value had 

been removed from the edges. For any values between this minimum and maximum, the decision had been made based on their 

connectivity [9]. 

 
(a) Gray scale (b) Gaussian blur 

Fig.3: Removing the noise by Gaussiankernel blur filter for the gray scale image on the left. 

 

 

 

 

 

 

 

 

 

Fig. 4: Automatic masking the region of interest. Size of the camera using the x and y coordinates of the image as detailed in Eq. 1 

Fig. 5: The result of Canny edge detector on our test image 

 

Fig. 6: Road Lane detection with function of a Gray scale 

Fig. 7: Gradient image of figure 6 
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E. Hough probabilistic transform 

Hough transform is a well-known algorithm to detect lines and had been used in many autonomous driving projects and it is one 

of the most important factors to achieve the main goal of this project. This method was developed by Paul Hough in 1962 to find 

the presence, position, and angles of shapes in three different forms linear, circular, and general [9]. The shape detection using the 

Hough transform can generally be summarized with the following steps. Firstly, edges are determined in the source image, then the 

image is made binary (black, white) using a threshold method and finally, for each edge pixel, the possible shapes of each 

edge pixel are graded by increasing the polar coordinate values of the possible geometric shapes that the point may be on, one by one 

on a matrix used and then the shapes with the highest matrix value are the ones with the most votes, they are likely to be found in 

the image [10]. In our approach, Hough transform had been used to connect edge pixels from the Canny edge detector together 

and make a line. As an output of Hough transforms, all the dashed and solid lane lines in the given image will appear. The result of 

the Hough transform can be seen in Fig. 8 [11]. 

 

III. EXPERIMENT    SETUP 

In this section, we give more detail on the experiment setup and outputs. The architecture of the proposed method for lane detection 

has been already shown in Fig.1. For detecting lanes on the road, from the point of view of a 48-megapixel camera of a mobile 

phone (Note 9 pro) on the forehead of the car, we used open-source as well as real data collection testing purposes by the 

authors themselves. Thus, 30 pictures and 

 
Fig. 8: Result image 

 

 

Fig. 9: Images from the test set taken by the authors of this work 

 

10 videos had been taken for research purposes. All those videos will be provided for research purposes by request. All of the 

aforementioned test pictures in this study are taken from deserts in Iran as seen in Fig.9. 

As we described above camera calibration is the first pre- processing step taken. To achieve such calibration we use Python inbuilt 

function cv2.undistort() from Open CV-Library. This step is followed by cv2color() function of Open CV library to achieve the 

grayscale filter. The noise removal or overall smoothing of the image said in other words is implemented by using Gaussian blur 

filter. Through experi- ments, it was noticed that for different cameras the size of the Gaussian filter varies. To cope with such a 

problem we propose an optimization method using a loop for five different sizes of kernels as described above. The algorithm takes 

into account the scenario of provided and not provided accurate line detection. For the first scenario, the algorithm will compute 

the best fit to one of the five already detected line detection results as discussed above and then use as kernel size this filter 

for the following image and video processing.  
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In case of unprovided correct segmentation, the algorithm will require the user to choose among the five shown results as the best fit 

results of lane detection. Based on the user reply the kernel size is chosen for that camera and its image processing. For the 

second case the authors are aware that the user may be unaware of the difference between the shown result, but as the process is 

required only once a professional advice can be easily provided by specialized people in this field. 

Canny edge detection is the following step to be applied. 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 10: The result of our lane detection on our test data 

 

For such a process we use cv2.Canny() function of Open CV library with a low threshold of 50 and a high threshold of 150 on the 

already blurred images. 

Masking the region of interest automatically is the next step considered. For masking the region of interest, firstly, a black 

image with the exact size of the test image had been made and then the triangle of region of interest using cv2.fillPolly() 

function based on Eq.1 is constructed. After- ward, cv2.bitwise˙and() function had been used to overlay the result of Canny edge 

detection and masked picture. 

The Hough transform had been performed to convert the edges to lines, using cv2.HoughLinesP() function of OpenCV. After the 

Hough space is difined rho and theta resolution threshold are chosen, and the number of intersections sur- passing those values is 

considered a “line” is determined. In this study, the rho is defined as three and the low threshold as 50, and the high threshold 

as 150. Furthermore, each line extracted from Hough transform has been drawn using cv2.line() function of the Open CV library. 

The result of this method is shown on four different test images in Fig.10. 

 

A. Finding the Slopes of Lines 

Since cv2.HoughLinesP() finds all Lines, there could be multiple lines returned. Thus, it is needed to understand whether the road 

lines coincide with the right or left side of the vehicle. Thus, the slope of each line will be determined using Eq. 4. 

slope = (y2 − y1)/(x2 − x1), (4) 

where (x1, y1) and (x2, y2) are two points in each line representing the lower and upper left and right points of a line. The slope 

threshold is 0.5 to count a line as curved. After counting a line as curved and calculating its slope, appointing the left or right 

lane is the next step. For this aim, the image will be divided into half, and if line’s x values are higher than the center value and 

the calculated slope value is positive, it is considered a right lane and if the x values of a line are lower than the center value 

and the slope value is negative it is considered as a left lane. After appointing 

 

Test Videos Our 

method 

Houg

h 

Transfor

m 

Video 1 0.924 0.85 

Video 2 0.913 0.85 

Video 3 0.911 0.85 

TABLE I: TP rate comparison of the proposed architecture in comparison with old models. 
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lines as right or left lanes, while using their averaged x and y values, the polynomial fitting had applied to create a first- degree 

polynomial shown in Eq. 5 and Eq. 6. This will avoid lines out of the area of interest such as lines above the road or right and 

left not part of the road. 

rightm, rightb = np.polyfit(rightx, righty, 1) (5) 

leftm, leftb = np.polyfit(leftx, lefty, 1) (6) 

The Eq. 6 can be solved by choosing a y value to find the new x value which will be used to create a linear line across the image 

frame. After these steps, a linear line will be made which represents the right or left lanes on a video in real-time [15]. 

 

IV. EXPERIMENTAL    RESULTS 

To evaluate the success of the method proposed in this study, two measuring factors had been used, Run time and True Positive. The 

author had captured videos and images, as it was mentioned before. The summation of the videos shown in this work, where 

previous work would struggle for correct line detection is about 105 sec. This does not limit the results of this work and can be easily 

proven by any user. For measuring the success of the lane detection system proposed in this study, firstly, TP rate had been used 

based on Eq. 7 that can be seen in Table I. 

TP  = TrueLaneDetectedPixels/TotalPixelsDetected.        (7) 

The second factor of evaluation of the method proposed in this study was the time of execution which is shown in Table II. In terms 

of the accuracy of lanes detected by the algorithm, it can be claimed as our accuracy was more than 90 percent in each experimented 

image and video. However, in terms of execution time, there is a place for improvement, also it is almost fast enough to use in real-

time [24]. For a better understating of the improvement made with the proposed architecture we show some compared images 

from the experimented date- set. Fig. 11 shows the results of the study’s test data with existing models for the same data set 

experiment of Fig. 10. We can easily notice that the proposed architecture improves drastically the lane detection accuracy in 

comparison with previously existing Hough transform based methods. Even though there is a loss of speed, which does not limit the 

real time application of the model, we gain a high quality of the line detection. 

 

 

 

 

 

 

 

 

 

TABLE II: Time duration of the proposed model 

 

 
(a) Test image 1 (b) Test image 2 (c) Test image 3 

Fig. 11: The result of traditional Hough transform on low quality pictures before optimizations of this study 

 

V. CONCLUSION 

In this study, our aim was to propose and develop a pure image and video processing approach to detect the lanes on the road 

automatically in the most possible optimized way for better usage in real-time processing. The main method of this study was 

based on previous works on Hough transform- based road lane detection and we added an automatic camera calibration and 

furthermore an optimization for making and choosing the best kernel size in Gaussian blur to make the method scale able for all 

Test 
Case 

Durati
on 

Tim
e 

of 
Execution 

Image 1 0  almost 0 

Image 2 0  almost 0 

Image 3 0  almost 0 

Image 4 0  almost 0 

Video 1 25sec  52.3sec 

Video 2 30sec  54sec 

Video 3 50sec  1min 1s 
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sizes of camera’s frames for ease of use. The method proposed by this work started with some prepossessing steps like camera 

calibration, grey scale, Gaussian blue and further, we proposed a novel idea to make the masking the region of interest in the 

process completely automatic. As shown in the aforementioned figures and tables, the results of lane detection in this study on test 

images and test videos were incurably amazing and almost fast, compatible for aiming the goal mentioned before as real-time 

processing. However, more improvements on better accuracy of the curve detection can be provided. 
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