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Abstract: Mucormycosis is an infection caused by fungi capable of angio-invasion that is associated with high mortality and 
morbidity. Recently, An AI device was developed for detecting mucormycosis using Fourier Transform Infra-Red(FITR) sensors 
where human serum samples were tested using Fourier Transform Infra- Red Scanner. To obtain health outcome for various 
diseases, Clinical NLP has been extensively utilised. Word Embedding techniques and Feature Engineering Models in NLP 
convert clinical text data from EHR(Electronic Health Record) into useful format that serve as input for machine learning 
classification algorithms.  
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I. INTRODUCTION 
Mucormycosis, also known as Black Fungus is a rare infection more commonly found in moderate to severely 
immunocompromised people. During second wave of Covid-19 pandemic, a major surge was noted in cases of mucormycosis. Ever 
since the importance of incorporating NLP methods in healthcare are widely recognised over the past few years, there has been 
tremendous advances in health informatics. For disease risk prediction, application of clinical NLP along with Machine learning 
techniques prove to be highly beneficial. 
Feature Engineering models along with Word Embedding techniques in Natural language processing converts the unstructured 
clinical text into a structured vector form that could be fed into machine learning algorithms to train them for classification and 
prediction purposes. Since unstructured text cannot be directly fed into machine learning algorithms, it is necessary to convert them 
into a structured format by using the feature engineering models.  
In the following sections, Various feature engineering models and also the application of NLP and machine learning techniques for 
various disease diagnosis are reviewed.  
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II. FEATURE ENGINEERING MODELS 
A. Bag-Of-Words(BOW) Model 
Lei Wu et al describes that BOW model is an efficient technique for image representation and categorization. However, during 
codebook generation process which is an important step of BOW, most of the semantic information is lost and this is the critical 
disadvantage of existing BOW models. Therefore, a novel scheme was proposed aiming to map semantically related features to 
same visual words in order to learn optimized BOW models. Rui Zhao et al demonstrates that representing documents in form of 
numerical vectors is the main issue in NLP. However, this could be achieved by using a classical BOW model. Few limitations of 
BOW representation is its intrinsic extreme sparsity, inability to capture high semantic meanings behind text data and high 
dimensionality. Therefore, a new document representation method named Fuzzy Bag-Of-Words(FBOW) was proposed to overcome 
this limitation. 
Teng Li et al demonstrates that on the basis of visual vocabulary in BOW model, an  image can be represented by histogram of local 
patches. Bow has gained immense attention in visual categorization due to its good performance and flexibility. However, due to 
naïve Bayesian assumption conventional BOW neglects contextual relations between local patches. Therefore, a Contextual Bag-
Of-Words(CBOW) model was proposed. This representation could model two kinds of typical contextual relations between local 
patches namely semantic conceptual relation and spatial neighboring relation. 
Silva. F et al develops a BOW model that could encode the local structures of a digital object in form of graphs hence the model was 
named Bag-Of-Graphs(BOG). Two methods based on BOG were defined namely Bag-Of-Singleton Graph(BOSG) and Bag-Of-
Visual Graph(BOVG).These methods were used to create vector representations for images and graphs. Josip. K et al introduces a 
representation which is derived using fisher kernel framework to encode spatial mean and variance of image regions that are 
associated with visual words. This BOW image representation is further extended by using gaussian mixture model for encoding 
spatial layout. Extensive experimental evaluation suggested that using fisher kernel to encode spatial layout resulted in efficient and 
compact image representation that also yields excellent performance while using linear classifiers. 

 
Figure 2 Explanation: BOW Model Converts text to a matrix where every row is an observation and every feature is a unique word. 
The value of each element in matrix is either a binary indicator based on the presence of the word or an integer indicating the 
number of times word appears in the document. 
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B. Bag-Of-N-grams Model 
Hajek. P et al proposed word-level n grams approach in order to find the similarity between text. Self-Organising Map(SOM) and 
Text Similarity Measures were the two techniques combined for this approach. Four measures were evaluated namely Cosine, 
Overlap, Extended Jaccard’s and Dice. Text has been split into word -level n-grams to create a bag of n-grams in order to convert 
text into numerical expression. The filters used for creating the bag of n-grams were stemming algorithms, stop words and 
punctuation removers. Fusilier D.H et al proposed an approach  to detect opinion spam  wherein the character n-grams were used as 
features. Evaluation was performed on a corpus of 1600 hotel reviews consisting of both positive and negative reviews. Comparison 
was made between character n-grams and word n-grams. Results obtained showed that character n-grams were good features for 
opinion spam detection and they capture content of deceptive opinions and writing style of deceiver better than word n-grams. 

 
 
Figure 3 Explanation : Bag-Of-N grams Model is extensively used in text mining and NLP tasks. A contiguous sequence of n items 
from a given sample of text is referred as n-gram. Unigram is n-gram of size 1,bi-gram is of size 2 and tri-gram is of size 3. 
Barushka. A et al proposed a novel content-based approach which considers both word context and bag-of-words. In order to build a 
vector model, this approach utilizes n-grams and skip-gram word embedding method and as an end result, it generates high 
dimensional feature representation. In the following step a deep feed-forward neural network handles the representation and 
classifies the review spam accurately. Two hotel review datasets with positive and negative datasets were used to verify the 
proposed system and the results showed that the proposed detection system outperforms other algorithms in terms of accuracy for 
review spam detection. Fatma. E et al proposed a novel bi-gram alphabet approach to construct feature terms to perform text 
classification. This approach resolves high dimensions of vector space and the need for language-dependent tools which is the main 
problem in BOW approach. The proposed approach has two main contributions to text classification namely reducing dimensions of 
vector space for large corpus and it does not require NLP tools. The work has also proved ability to classify Arabic/English 
documents collections successfully. Bongares.F et al describes that automation speech recognition system based on Driven 
Decoding Algorithm(DDA) involves use of 1-best hypothesis that is provided by auxiliary system in search algorithm of a primary 
system. A new method is proposed to manage auxiliary transcriptions in form of bag-of-n-grams representation without temporal 
matching. Different auxiliary systems provide several hypotheses, these combinations of hypotheses are made easier by 
modifications suggested in the proposed new method. 
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C. TF-IDF Model 
Dey.A et al demonstrates that the existing methods use only TF-IDF rating to represent unigram or n-gram feature vectors. Whereas, 
Some approaches stress on using the sentiment dictionaries and score of unigram sentiment word therefore, ignore TF-IDF rating. 
Hence, n-gram sentiment features are constructed by extracting sentiment words and their intensifiers from a review. Then its score 
is multiplied to TD-IDF rating to determine the feature score.  

 
 

 
 
Figure 4 Explanation : The Frequency of any term in a given document is termed as Term-Frequency. The ratio of document that 
include specific term is termed as Inverse Document Frequency. The measure of originality of a word by comparing number of 
times word appears in a document versus number of documents the word appears is termed as TF-IDF. 
Yun-Tao et al proposed a new improved TF-IDF approach to enhance the recall and precision  of text classification by using 
confidence, support and characteristic words. Improved TF-IDF approach processes lexicons that define synonyms. Experimental 
results suggest that new TF-IDF approach provided improved precision and recall for text classification when compared to 
conventional or traditional TF-IDF approach. 
Wen.Z et al conducted a comparative study of LSI,TF*IDF and multi-word for text classification. The three methods were evaluated 
on Chinese and English document collections for information retrieval and text categorization. Experimental results suggested that 
LSI has better performance than other methods in text categorization. LSI has also proved to be best in retrieving English 
documents. Bafna.P et al demonstrates that in order to analyse the research papers, there is a need to classify the repositories 
according to the topic. Experiments were conducted on various real and artificial datasets. Hierarchy algorithm, fuzzy k-means and 
TF-IDF algorithm were applied on small dataset and cluster analysis was performed. Further, the best algorithm was applied on the 
extended dataset. Bruno T.et al demonstrates the possibility of using KNN algorithm with TF-IDF based framework for text 
classification. The classification was enabled by framework according to various parameters, measurement and analysis of results. 
Based on the speed and quality of classification, the framework was evaluated. Experimental tests conveyed both good and bad 
features algorithm, which led way to further development of similar frameworks.  
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D. Word2Vec Model 
Lilleberg.J et al demonstrates that word2vec has a new approach on text classification by converting words and phrases into vector 
representation. The proposed work demonstrates that TF-IDF and word2vec combined can outperform TD-IDF alone because 
word2vec provides complementary features. The conclusion was that the combination of two can outperform the performance when 
used individually. Long.M et al demonstrates that word2vec model which was proposed and supported by google consists of two 
learning models namely Continuous-Bag-Of-Words(CBOW) and skip-gram. The text data is given as input to any one of the above 
learning models, the output from word2vec would be word vectors that could be represented as a large piece of text. In the proposed 
work, data is trained and then its word similarity is evaluated. Similar words are clustered together and the generated clusters are 
used to fit into new data dimension in order to decrease data dimension. 

 
 
Figure 5 Explanation: Word2Vec takes as its input a large corpus of text and produces a vector space of several hundred dimensions 
with each unique word in corpus being assigned a corresponding vector in the space.  Words that share common contexts in corpus 
are located close to one another in vector space. 
Dongwen.Z et al demonstrated a sentiment classification method based on word2vec and SVMPerf. Similar features clustering was 
achieved using word2vec, and also deep semantic features were extracted. It was evaluated that SVMPerf trains faster and predicts 
more accurate than other SVM packages. More than 90% accuracy was achieved by the classification result. Derry. J et al 
demonstrates in the proposed work, the calculation of the similarity between words in English were done by using word 
representation techniques. Word2vec model was formed using 3,20,000 articles in English Wikipedia as corpus and then similarity 
value is determined by cosine similarity calculation method. The model was tested by the test set gold standard wordsim-353 and 
Simlex-999.Pearson correlation was used to find out accuracy of the correlation. Bofang Li et al demonstrates that in the proposed 
work,word2vec is scaled on a GPU cluster. Reducing dependencies inside a large training batch is one main challenge. A variation 
of word2vec is pdesigned heuristically to ensure that each word-context pair contains uniformly sampled contextual word and a 
non-dependent word. This variation also fixes the number of samples thereby controlling the training iterations and treats both high 
and low frequency words equally. 
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E. Glove Model 
Yash. S et al demonstrates that one of the application of NLP is sentiment analysis. It enables in understanding the common 
language of people. The sentiments of the users are deciphered to understand their liking and disliking. Unsupervised technique 
Glove that can represent words in form of vectors is very effective in interpreting both the meaning and sentiments. Ru Ni et al 
demonstrated that deep learning can build a sentence sentiment analysis system based on word vector space model and recurrent 
neural network. To make the best use of global and local information for training corpus, Glove word model could be used. A neural 
network model combining both LSTM and GRU was proposed in the work. Experimental results suggested that LSTM-GRU model 
performs the best. 
Flora. S et al demonstrates that Glove embeddings have been widely used for various NLP tasks and text mining due to their high 
quality as textual features. In the proposed work, an efficient algorithm has been introduced that produces word embeddings 
enhanced by semantic information. The proposed algorithm utilizes semantic information during training or post processing steps 
and outperforms other related approaches. Experiments validate that the proposed model improved the quality of word vector 
representations. Seyed.M et al demonstrates that word embedding methods are mostly used for sentiment classification. Among 
which Word2vec and Glove are most accurate methods for converting words into meaningful vectors. The proposed method in the 
work is based on part-of-speech tagging techniques, lexicon based approaches and Word2vec/Glove methods. The proposed method 
named Improved Word Vectors(IWV) increases the accuracy of existing pre-trained word embeddings. The experiment results show 
that IWV is very effective for sentiment analysis. 

 
Figure 6 Explanation: Glove is an unsupervised learning algorithm that obtains vector representations for words. The training is 
performed on global aggregated word-word co-occurrence statistics from a corpus. The resulting representations showcase 
interesting linear substructure of word vector space. 
Aytug.O et al demonstrates that web consists of rich information source where many text documents are judged with opinions and 
reviews. This sentiment recognition can be useful for decision maker’s government and business organizations. A deep learning 
based approach for sentiment analysis on product reviews obtained from twitter were presented. A combination of TF-IDF weighted 
Glove word embedding with CNN-LSTM architecture was presented. Predictive performance of different word embedding schemes 
with several weighting functions were evaluated along with deep neural network architectures. Results show that proposed deep 
learning architecture outperforms conventional deep learning method.  
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F. Fast Text Model 
Igor. S et al demonstrates that recent work shows that for Natural Language Processing, CNN Performs well. The main concept is to 
gather embeddings as an image. In the proposed work, the task of sentiment analysis is performed by using recently released 
Facebook Fast Text word embeddings. The results proved that the proposed approach performs better than the baseline models, and 
similar performance like state-of-art models. Aziz. A et al demonstrates that to achieve good results in NLP tasks, quality of word 
representation plays important role. Better sentiment analysis results could be achieved using CBOW and Skip-gram models by 
building sentiment-specific embeddings. The results showed that FastText embedding models are excellent alternative to extract 
semantic and syntactic information of Arabic and dialectal language. 

 
 
Figure 7 Explanation: Fast Text Library enables efficient learning of word representations and text classification. FastText supports 
supervised classifications and unsupervised embeddings representation of words and sentences. These representations can be used 
for applications such as data compression, candidate selection, features into additional models and as initializers for transfer 
learning. 
Sajeetha T et al demonstrates that SentiwordNet is the sentiment lexicon for determining the sentiment of texts. Grouping sentiment 
words that are not in Sentiword Net  is a tough task. Hence a sentiment lexicon expansion method using Word2vec and FastText 
along with rule-based sentiment analysis method is used. Two steps were followed to expand sentiment lexicon from initial seed list, 
it is by gathering related words using Word2vec and also then by gathering lexical similar words using FastText. The final results 
showed that the accuracy of 88% was obtained. Lal.K et al demonstrates that the primary objective of the study is to develop a 
benchmark dataset for resource-deprived Urdu language for sentiment analysis and evaluate various machine and deep learning 
algorithms for sentiment analysis. Two modes of text representation are compared namely Count based and FastText pretrained 
word embedding. Experiments were conducted with a set of machine learning classifiers for all feature types. Results signify that 
the combination of word n-gram features with LR outperformed other classifiers for sentiment analysis. Salur.M et al proposed a 
novel hybrid deep learning model that combines Word2vec,FastText and character-level embedding along with different deep 
learning methods, where features are extracted and combined and texts are classified in terms of sentiment series of experiments 
were performed by several deep learning models called basic models for verifying the performance of the proposed model. 
Experimental results showed that through comparison, the proposed model offered better sentiment classification. 
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G. BERT Model 
Li et al proposed a method based on BERT, an automatic text classification method along with feature fusion. BERT model 
transforms text-to-dynamic character-level embedding. BiLSTM and CNN output features are combined and merged in order to 
make complete use of CNN and extracts advantages of local features and BiLSTM  has memory to link extracted context features 
for better text representation and improves accuracy of text classification. Experimental results signify proposed method performed 
better than state-of-art methods in accuracy. Lu et al Proposed a model which combines capability of BERT with vocabulary Graph 
Convolutional Network(VGCN) hence the model was named VGCN-BERT. A final representation for classification was built by 
allowing mutual influence of local information and global information interacting through different layers of BERT. Experimental 
results show that the proposed approach outperformed BERT and GCN alone when the proposed model was applied on several text 
classification datasets. 

 
 
Figure 8 Explanation: BERT Models extract high quality language features from the input text data  and these models are fine-tuned 
to perform classification task with the data to produce state-of-art predictions. 
Sun. C et al demonstrates that language model pretraining is useful for learning universal language representation. BERT has 
achieved amazing results in many language understanding tasks. Exhaustive experiments were conducted to investigate different 
fine-tuning methods of BERT on text classification task and a general solution for BERT fine-tuning was provided. New state-of-art 
results were obtained when proposed solution was applied on eight widely studied text classification datasets. 
Zheng. S et al presented a model for text classification based on BERT-CNN. Information about important fragments in text can be 
obtained from the proposed model by adding CNN to task specific layers of BERT model. Finally to get representation of whole 
text through transformer layer, local representation is given as input along with output of BERT into transformer encoder. 
Experimental results show that proposed model performs better than state-of-art baselines when applied to four datasets. Yu.S et al 
demonstrates that BERT model Pre-trained on text corpus, Book corpus and Wikipedia achieves excellent performance on a couple 
of NLP tasks, however it  lacks task specific knowledge and domain related knowledge. Therefore, for improving the performance 
of BERT model, fine-tuning strategy analysis is necessary. A BERT-based text classification model BERT4TC was  proposed 
which aimed at addressing limited training data problem and task-awareness problem. The architecture and implementation details 
of BERT4TC were also presented along with post-training approach for addressing domain challenge of BERT. Experimental 
results showed that the proposed model outperforms both feature-based and fine-tuning methods. 
 
1) Application of NLP and Machine Learning Techniques for Disease Diagnostics 
Qingcai. C et al proposed a hybrid system to automatically identify heart disease risk factors. According to the descriptions, 
different types of risk factors are divided into three categories .Evaluation results showed that the proposed hybrid system achieved 
a F-score of 92.86% on 2014 i2b2 corpus, which is top-ranked. Surabhi.A et al demonstrates that alzheimer’s disease is a slow 
progressive disease that affects the cognitive abilities of people. Memory deteriorates in alzheimer’s disease patients and as disease 
progresses ,speech is completely impaired. stopwords are most commonly  used words by alzheimer’s patients. In the proposed 
work, the stopwords  used in capturing linguistic information of alzheimer’s patients are discussed. Evaluation of learning 
algorithms are done by comparing them during pre-processing stage through inclusion and dropping of stopwords. Ravi. G et al  
demonstrates that the study used natural language processing of electronic health records in combination with machine learning 
methods to automate IS Subtype classification.  



International Journal for Research in Applied Science & Engineering Technology (IJRASET) 
                                                                                           ISSN: 2321-9653; IC Value: 45.98; SJ Impact Factor: 7.538 

                                                                                                                Volume 10 Issue X Oct 2022- Available at www.ijraset.com 
    

 
1073 ©IJRASET: All Rights are Reserved | SJ Impact Factor 7.538 | ISRA Journal Impact Factor 7.894 | 

Analysis of unstructured text-based EHR data of neurology progress notes and neuroradiology reports using natural language 
processing. Several Feature selection methods were performed to reduce high dimensionality of features and overfitting is 
minimized. Andres. A et al presented an innovative recommendation system for  diagnosis of breast cancer using patient’s medical 
histories. NLP techniques were implemented on real datasets, medical histories from a hospital for breast cancer,cysts,other cancers, 
surgeries and diagnosis. Another dataset from MIMIC III word embedding techniques-word2vec’s skip gram, BERT and ML 
techniques were used to design a recommendation system to support physician’s decision-making. Results signified that use of word 
embedding defined a good quality recommendation system. 

 
 
Figure 9 Explanation: Artificial Intelligence in healthcare is a term that describes the use of machine-learning algorithms to imitate 
human cognition in analysis,  presentation and comprehension of healthcare data. Artificial Intelligence in healthcare includes drug 
development, personalised medicine, patient monitoring and care. 
Ashkan. E et al proposed many models that were built by several machine learning algorithms. Multiple data sources like PubMed 
and Arxiv were  used for the study. The latent topics were identified and temporal evolution of extracted research themes of Covid-
19 were analysed, along with publications similarity, sentiments within time frame of Jan-May 2020.The results signified that 
PubMed exhibited greater diversity in Covid-19 related issues and Arxiv focused more on intelligent tools to predict or diagnose 
Covid-19.Special attention was given to high risk groups and people with complications.  
 

III. CONCLUSION 
There has been plenty of research done in natural language processing of extracting information from clinical text of electronic 
health records.  However, there is not much research done on obtaining  health outcome for mucormycosis using NLP and machine 
learning techniques. There is scope for applying deep learning techniques using neural networks for mucormycosis risk prediction. 
Future  research work suggested could be applying a word embedding model with  deep learning neural network concept to produce 
a diagnostic prediction model for mucormycosis. 
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