
 

13 X October 2025

https://doi.org/10.22214/ijraset.2025.74809



International Journal for Research in Applied Science & Engineering Technology (IJRASET) 
                                                                                           ISSN: 2321-9653; IC Value: 45.98; SJ Impact Factor: 7.538 

                                                                                                                Volume 13 Issue X Oct 2025- Available at www.ijraset.com 
     

 
1636 ©IJRASET: All Rights are Reserved | SJ Impact Factor 7.538 | ISRA Journal Impact Factor 7.894 | 

Lumina AI: Real-Time Eye Wellness Monitoring 
Using Advanced Computer Vision and Machine 

Learning 
 

Usha Dhankar1, Ayush Kumar2, Nandan Pradhan3, Nishant Gupta4 

HMR Institute of Technology and Management GGSIPU, New Delhi 110036 
 
Abstract: Digital eye strain, clinically known as Computer Vision Syndrome (CVS), affects approximately 69% of digital device 
users, creating a significant public health challenge in the modern workplace. Traditional wellness monitoring systems lack 
personalization, medical integration, and intelligent detection capabilities. This study presents Lumina AI, a cross-platform 
desktop application that integrates real-time eye detection with intelligent wellness monitoring through advanced computer 
vision and machine learning algorithms. The system employs a hybrid architecture combining an Electron-based frontend with a 
Python-powered computer vision backend for optimal user experience and performance. Using OpenCV and dlib for 68-point 
facial landmark detection, the application calculates Eye Aspect Ratio (EAR) to precisely monitor blink frequency with 85.4% 
accuracy. A multi-modal reminder engine provides adaptive visual, auditory, and contextual interventions while supporting 
medical conditions such as Meibomian Gland Dysfunction (MGD). The personalization module customizes reminder intervals, 
display preferences, and therapeutic schedules according to individual user requirements. Experimental evaluation demonstrates 
lightweight performance (82.6 MB memory usage, 3.2% CPU consumption) and robust reliability across diverse environmental 
conditions. Lumina AI successfully bridges the gap between clinical eye health research and practical wellness applications, 
offering a scalable solution for integration with workplace health programs and digital wellness initiatives. 
Keywords: Computer Vision, Eye Detection, Blink Monitoring, Digital Wellness, Machine Learning, Real-Time Systems, 
Human-Computer Interaction. 

I. INTRODUCTION 
A. Background and Motivation 
The proliferation of digital devices has fundamentally transformed modern work environments, with screen-based activities 
dominating professional and educational settings. According to recent medical research, Computer Vision Syndrome (CVS) now 
affects 69% of digital device users, with symptoms including dry eyes, visual fatigue, and reduced concentration [1]. The COVID-
19 pandemic further accelerated this trend, with remote work increasing average daily screen time by 2.5 hours [2]. 
Traditional preventive measures—generic timer applications and static reminder systems—fail to address the complex, 
individualized nature of eye health monitoring. While computer vision research has demonstrated the feasibility of automated blink 
detection for fatigue monitoring, existing commercial solutions remain fragmented, lacking integration between detection 
algorithms, medical protocols, and user-centric design principles [3]. 
 
B. Problem Statement 
Current eye health monitoring systems exhibit several critical limitations that reduce their effectiveness in real-world applications. 
Most employ rigid timer-based approaches without considering user context or individual physiological patterns. These systems fail 
to leverage personalized eye activity data and lack integration with medically relevant interventions. The absence of cross-platform 
compatibility and privacy-preserving architectures further limits their adoption in professional environments where data security and 
system integration are paramount. 
 
C. Research Contributions 
This study introduces Lumina AI, a comprehensive desktop application that addresses current limitations through several key 
innovations: 
1) Advanced Computer Vision Integration: Implementation of 68-point facial landmark detection with Eye Aspect Ratio 

calculation for precise blink monitoring. 
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2) Medical Condition Support: First consumer application to integrate Meibomian Gland Dysfunction (MGD) therapeutic 
protocols. 

3) Privacy-First Architecture: Complete local processing with zero data transmission requirements. 
4) Cross-Platform Compatibility: Unified experience across Windows and macOS through Electron framework. 
5) Adaptive Personalization: Machine learning-based customization of intervention timing and presentation. 
 

II. LITERATURE REVIEW 
Digital eye strain has emerged as a significant occupational health concern, with extensive research documenting its prevalence and 
impact on productivity and well-being. A systematic review published in 2023 consolidated international studies, reporting a pooled 
prevalence of CVS at approximately 66% among computer users [6]. 
 
A. Existing Eye Monitoring Approaches 
 

Table 1: Comparative Analysis of Eye Monitoring Research 
S.No Author(s) and Year Technology and 

Methodology 
Results Advantages/Applicati

ons 
Disadvantages/Limita
tions 

1 Soukupová and 
Čech, 2016 "Eye 
blink detection 
using facial 
landmarks"[3] 

Implemented facial 
landmark detection 
using dlib library. 
Introduced Eye Aspect 
Ratio (EAR) calculation 
method for blink 
detection. 

Demonstrated 
significant improvement 
in blink detection 
accuracy. Reduced false 
positives compared to 
motion-based methods. 

Robust performance 
across different facial 
orientations. 
Geometric approach 
reduces 
environmental 
sensitivity. 

Requires high-quality 
camera input. Limited 
performance in 
challenging lighting 
conditions. 

2 Drutarovsky and 
Fogelton, 2014 
"Eye blink 
detection using 
variance of motion 
vectors"[7] 

Employed motion 
vector analysis for blink 
detection. Used optical 
flow techniques for eye 
movement tracking. 

Achieved reliable blink 
detection in controlled 
environments. Effective 
motion-based 
classification approach. 

Computationally 
efficient method 
suitable for real-time 
applications. Good 
performance with 
standard cameras. 

Sensitive to head 
movements and 
lighting variations. 
Higher false positive 
rates during user 
movement. 

3 Song et al., 2014 
"Eyes closeness 
detection with 
multi-scale 
histograms"[8] 

Utilized multi-scale 
histogram analysis of 
principal oriented 
gradients. Applied 
machine learning 
classification 
techniques. 

Reported effective eye 
closure detection from 
still images. 
Demonstrated 
robustness across 
different subjects. 

Works with single 
images rather than 
video sequences. 
Suitable for various 
facial characteristics. 

Limited to static 
image analysis. Not 
optimized for real-
time video processing 
applications. 

4 Chau and Betke, 
2005 "Real time 
eye tracking and 
blink detection 
with USB cameras"
[9] 

Developed real-time 
eye tracking using 
standard USB cameras. 
Implemented adaptive 
template matching 
algorithms. 

Successfully 
demonstrated real-time 
blink detection 
capability. Achieved 
reasonable accuracy 
with consumer 
hardware. 

Uses readily available 
camera hardware. 
Adaptive algorithms 
accommodate user 
variations. 

Limited accuracy 
compared to modern 
computer vision 
techniques. Requires 
manual calibration 
procedures. 

5 Viola and Jones, 
2001 "Rapid object 
detection using 
boosted cascade"
[10] 

Introduced Haar 
cascade classifiers for 
rapid object detection. 
Applied boosting 
algorithms for feature 
selection. 

Revolutionized real-
time face detection 
capabilities. Established 
foundation for modern 
computer vision 
applications. 

Extremely fast 
detection suitable for 
real-time processing. 
Widely adopted 
standard in computer 
vision. 

Basic feature 
detection without 
detailed facial 
analysis. Limited 
precision for specific 
facial landmarks. 

6 Liu et al., 2024 
"Energy-efficient, 
low-latency, and 
non-contact eye 

Developed novel non-
contact wearable real-
time blink detection 
using capacitive sensing 

Achieved 92% 
precision and 94% 
recall with user-
dependent models. 

Energy-efficient 
wearable solution 
suitable for 
continuous 

Requires specialized 
capacitive sensors. 
User-dependent 
models need 
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blink detection 
with capacitive 
sensing"[11] 

technology. 
Implemented user-
dependent classification 
models. 

Demonstrated low-
latency performance 
under 50ms. 

monitoring. Non-
contact approach 
improves user 
comfort and hygiene. 

individual calibration 
reducing 
generalizability. 

7 Kim et al., 2023 
"Real-time driver 
monitoring system 
with facial 
landmark 
detection"[12] 

Employed facial 
landmark estimation for 
comprehensive head 
posture and eye area 
analysis in automotive 
environments. 

Achieved real-time 
drowsiness detection 
with high accuracy. 
Study cited 36+ times 
demonstrating 
significant impact. 

Practical deployment 
in safety-critical 
automotive 
applications. 
Demonstrates 
robustness in 
challenging mobile 
environments. 

Optimized 
specifically for 
automotive context. 
Different hardware 
and lighting 
constraints than 
general desktop 
applications. 

8 Hong et al., 2024 
"Robust Eye Blink 
Detection Using 
Dual Embedding 
Video Vision 
Transformer"[13] 

Introduced DEViViT 
approach utilizing dual 
embedding strategies 
with transformer 
architectures for eye 
blink detection. 

Advanced transformer 
models improved 
detection robustness in 
challenging 
environmental 
conditions and 
occlusions. 

State-of-art deep 
learning approach 
handles complex 
scenarios. Superior 
performance with 
partial face 
occlusions. 

Computationally 
intensive requiring 
high-end hardware. 
Larger model size 
unsuitable for 
lightweight desktop 
applications. 

9 Xiong et al., 2025 
"A review of deep 
learning in blink 
detection"[14] 

Comprehensive review 
analyzing classical and 
modern deep learning 
models for blink 
detection across 
multiple datasets. 

Classical deep learning 
models achieve 1-2% 
improvement in 
precision and recall 
over traditional 
computer vision 
methods. 

Identifies 
advancement 
opportunities through 
neural network 
architectures. 
Provides performance 
benchmarks across 
methodologies. 

Incremental 
improvements may 
not justify 
computational 
overhead. Deep 
learning models 
require extensive 
training data. 

10 Di Nisio et al., 
2025 "Noise 
robustness 
evaluation of 
image processing 
algorithms for eye 
blinking detection"
[15] 

Compared five non-
supervised image-based 
algorithms evaluating 
robustness against 
Gaussian noise and 
image degradation. 

Established noise 
tolerance benchmarks 
showing algorithm 
performance 
degradation under 
varying noise levels. 

Provides methodology 
for evaluating real-
world robustness in 
noisy environments. 
Important for 
deployment 
reliability. 

Focus primarily on 
noise robustness 
rather than overall 
detection accuracy 
optimization across 
all conditions. 

11 Attivissimo et al., 
2023 "Performance 
evaluation of 
image processing 
algorithms for eye 
blink detection"
[16] 

Conducted systematic 
performance evaluation 
of real-time eyelid 
tracking methods across 
multiple environmental 
conditions. 

Proposed real-time 
methods demonstrated 
notable accuracy 
improvements with 
consistent performance 
across test scenarios. 

Comprehensive 
evaluation framework 
applicable for 
algorithm 
comparison. Focus on 
practical real-time 
implementation. 

Limited to traditional 
image processing 
without advanced 
machine learning 
integration. 
Performance ceiling 
with classical 
methods. 

 
B. Commercial Eye Monitoring Solutions 
Current market solutions exhibit varied approaches to eye health monitoring, each with distinct technological implementations and 
target user bases. 
EyeLeo (2015) represents the traditional timer-based approach, providing scheduled break reminders without intelligent detection 
capabilities. While computationally efficient, it lacks personalization and medical integration, limiting its effectiveness for users 
with specific eye conditions [7]. 
AutoBlink (April 2024) introduced AI-powered webcam monitoring specifically for macOS users. The application achieves 
approximately 78% detection accuracy but remains platform-exclusive and offers limited customization options. Its reliance on 
basic computer vision algorithms results in reduced performance under challenging lighting conditions [8]. 
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SightKick AI (2023) implements cloud-based artificial intelligence for blink rate monitoring across multiple platforms. While 
offering modern AI capabilities, the system requires continuous internet connectivity and raises privacy concerns through cloud data 
processing. User feedback indicates subscription model resistance and connectivity-dependent functionality limitations [9]. 
 
C. Lumina AI's Technological Innovation 
This research addresses identified gaps through several key innovations. The implementation of 68-point facial landmark detection 
provides superior accuracy compared to motion-based approaches while maintaining real-time performance on standard hardware. 
Integration of medical protocols, specifically MGD therapeutic support, represents the first consumer application to bridge clinical 
research with practical wellness tools. 
The privacy-first architecture eliminates cloud dependencies while preserving AI-powered personalization through local machine 
learning implementations. Cross-platform compatibility through Electron framework enables unified deployment across Windows 
and macOS environments, supporting enterprise-wide wellness initiatives. 
 

III. SYSTEM ARCHITECTURE 
Lumina AI employs a modular, three-tier architecture designed for real-time performance while maintaining complete offline 
functionality. The system integrates seamlessly with existing desktop environments without requiring cloud connectivity or external 
hardware dependencies. 

 
Fig.1 Architecture of Lumina AI 

 
The frontend layer utilizes a modern web technology stack built on React 18 with TypeScript for type safety and maintainability. 
The Electron framework provides native desktop integration while preserving cross-platform compatibility. The main interface 
(app.tsx) serves as the central control panel managing all user interactions and system settings. A real-time status display provides 
live monitoring dashboard showing blink detection status and system health. The customization interface offers advanced settings 
for popup appearance, timing, and therapeutic schedules. The popup system features non-intrusive notification windows with 
adaptive positioning and transparency. 
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The backend layer, implemented in Node.js with Electron's main process, manages inter-process communication and system 
integration. This layer handles data persistence, user preference management, and coordination between the UI and computer vision 
components. IPC management ensures secure communication between renderer and main processes. Preference storage utilizes 
encrypted local storage using Electron Store. System API integration provides native OS functionality including notifications, 
shortcuts, and window management. Process coordination enables asynchronous management of computer vision processing 
threads. 
The computer vision engine, developed in Python with OpenCV and dlib, performs real-time facial analysis and blink detection. 
This module operates independently, communicating with the backend through structured data interfaces. The algorithm 
implementation follows a sequential pipeline of Face Detection, Landmark Extraction, EAR Calculation, Blink Classification, and 
Alert Generation. 
 The Eye Aspect Ratio Formula is calculated as EAR = (||p2-p6|| + ||p3-p5||) / (2 × ||p1-p4||), where p1 through p6 represent the six 
landmark points around each eye region. 
The system maintains efficient data flow through carefully designed interfaces. Camera acquisition captures real-time video at 30 
FPS. Frame processing enables concurrent analysis in separate threads. Feature extraction performs landmark detection and EAR 
computation. Decision logic implements threshold-based blink classification with adaptive learning. Response generation provides 
context-aware alert dispatch through IPC. 

IV. METHODOLOGY 
A. Computer Vision Pipeline 

 
Fig.2 Process of Lumina AI 

 
1) Stage 1: Video Capture & Preprocessing Real-time video capture at 30 FPS with automatic lighting adjustment, grayscale 

conversion for computational efficiency, and basic image filtering for noise reduction. 
2) Stage 2: Eye Area Detection & Monitoring Basic computer vision techniques to identify and track eye regions, continuous 

monitoring of eye area dimensions and position changes, accommodation for head movement and posture variations. 
3) Stage 3: Motion Analysis & Blink Classification Analysis of eye area size variations over time, differentiation between 

intentional blinks and head movement artifacts, temporal pattern recognition for accurate event classification. 
4) Stage 4: Adaptive Learning & Threshold Adjustment Personalized threshold calibration based on individual user patterns, 

continuous adaptation to environmental lighting changes, learning algorithm optimization for reduced false positives. 
5) Stage 5: Alert Generation & User Notification Context-aware reminder dispatch through multi-modal notification system, 

integration with medical protocols for therapeutic intervention, customizable alert timing and presentation. 
 
B. Medical Protocol Integration 
Lumina AI implements evidence-based therapeutic protocols for various eye conditions. The MGD Mode Implementation provides 
scheduled therapeutic blinking exercises with compliance tracking and reporting.  
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This mode integrates seamlessly with clinical treatment plans and offers customizable intervention frequencies tailored to individual 
user requirements. The system ensures therapeutic adherence through automated reminders and progress monitoring, supporting 
users with Meibomian Gland Dysfunction in maintaining their treatment schedules. 
The 20-20-20 Rule Integration delivers automated 20-second break reminders every 20 minutes, following the clinically validated 
guideline for reducing digital eye strain. The system provides distance focus exercises with visual guidance to help users practice 
proper eye relaxation techniques. Progress tracking and habit formation support enable users to build consistent eye health practices 
over time. These features work together to prevent Computer Vision Syndrome by encouraging regular visual breaks during 
extended screen time sessions. 
 

V. IMPLEMENTATION 
The application development utilized a comprehensive technology stack optimized for cross-platform compatibility and 
maintainable code architecture. The frontend layer incorporates React 18 with TypeScript for component-based architecture, 
Tailwind CSS for responsive design implementation, Lucide React for consistent iconography, and Vite for optimized build 
processing. The backend and system integration layer employs Electron framework for desktop application packaging, Node.js 
runtime for backend processing, IPC communication for secure process interaction, and Electron Store for encrypted local data 
persistence. The computer vision stack utilizes Python 3.8+ with OpenCV for image processing, dlib for facial landmark detection, 
NumPy for numerical computations, and PyInstaller for executable generation. 
The GUI architecture prioritizes usability and accessibility while providing comprehensive functionality. The main interface 
components consist of a control dashboard serving as the primary system monitoring and control interface, a settings panel 
providing comprehensive preference management system, real-time visualization with live camera feed with detection overlay, and 
a notification system featuring adaptive popup alerts with customizable appearance. Accessibility features include high contrast 
mode for visual impairments, keyboard navigation support, screen reader compatibility, and customizable text sizing to ensure the 
application is usable by individuals with diverse needs. 
Several optimization techniques ensure efficient resource utilization throughout the application lifecycle. Computational efficiency 
is achieved through frame skipping during low-activity periods to conserve processing resources, asynchronous processing for UI 
responsiveness ensuring smooth user interactions, memory pool management for video frames to prevent memory fragmentation, 
and adaptive quality scaling based on system performance to maintain consistent operation across different hardware configurations. 
These optimization strategies work together to deliver a lightweight yet powerful monitoring solution that operates efficiently 
without impacting overall system performance. 
 

VI. RESULTS AND PERFORMANCE ANALYSIS 
Lumina AI underwent comprehensive evaluation through systematic testing and controlled scenario validation to assess operational 
effectiveness across multiple performance dimensions. 
 
A. Eye Detection and Blink Recognition Performance 

 

 
Fig. 3 Detection Accuracy 

 
Figure 3 presents a comparative analysis of blink detection accuracy across four eye monitoring systems. Lumina AI demonstrates 
the highest accuracy at approximately 90%, significantly outperforming AutoBlink (78%), SightKick AI (82%), and Blinkr (75%).  
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This superior performance stems from Lumina AI's implementation of 68-point facial landmark detection with Eye Aspect Ratio 
calculation, providing more precise monitoring than the basic motion detection algorithms used by competitors. The 8-15% 
accuracy advantage validates the effectiveness of the advanced facial landmark approach and confirms Lumina AI's reliability for 
real-time eye health monitoring in both personal and professional settings. 
 
B. System Resource Utilization and Performance 

 

 
Fig. 4 System Resource Efficiency 

 
Figure 4 illustrates the system resource consumption metrics measured during continuous operation, comparing Lumina AI with 
three competing solutions: AutoBlink, SightKick AI, and Blinkr. The dual-bar chart displays Memory Usage (blue bars) and CPU 
Usage (orange bars) across all four applications. Lumina AI demonstrates superior resource efficiency with approximately 82 MB 
memory footprint and 3.2% CPU utilization, significantly outperforming competitors. AutoBlink consumes approximately 127 MB 
memory with 6.8% CPU usage, while SightKick AI requires around 135 MB memory and 5.9% CPU. Blinkr shows the highest 
resource consumption at approximately 156 MB memory usage with 8.1% CPU utilization. The minimal resource footprint of 
Lumina AI enables seamless background operation without impacting system performance or user productivity, making it suitable 
for deployment across diverse hardware configurations from standard workstations to resource-constrained devices. 
 
C. User Experience Evaluation 

 
Fig. 5 User Satisfaction 

 
Figure 5 presents user satisfaction metrics collected from a controlled user study involving 30 participants over 14 days. The pie 
chart demonstrates high user acceptance, with approximately 45% of users reporting "Highly Satisfied" (represented in blue), 
followed by approximately 35% indicating "Satisfied" (shown in orange). Neutral responses accounted for roughly 18% of 
participants (displayed in gray), while minimal dissatisfaction was observed with only about 2% reporting "Dissatisfied" (yellow) 
and virtually no "Highly Dissatisfied" responses. The combined satisfaction rate of approximately 80% (Highly Satisfied + 
Satisfied) validates the application's usability, effectiveness, and overall user experience design.  
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These positive metrics demonstrate that Lumina AI successfully addresses user needs for non-intrusive eye health monitoring while 
maintaining high engagement and acceptance rates across diverse user demographics. 
Specialized testing with 12 participants having diagnosed eye conditions validated the clinical relevance of Lumina AI's 
therapeutic features. The MGD Mode demonstrated exceptional therapeutic compliance with 89.2% adherence to scheduled 
exercises, while 66.7% of participants reported reduced discomfort indicating symptom improvement. Treatment integration proved 
highly successful with 75% of users effectively incorporating the automated system with their existing clinical protocols. 
The average user adaptation time of 3.4 days demonstrated the system's intuitive design and minimal learning curve. These results 
confirm that Lumina AI successfully bridges the gap between clinical therapeutic requirements and practical user implementation, 
making it a viable tool for supporting medical treatment compliance in real-world settings. 
 
D. Comparative Analysis with Existing Solution 

 
Metric Lumina AI AutoBlink Blinkr SightKick AI EyeLeo 
Detection Accuracy 85.4% 78.2% 75.6% 82.1% N/A (Timer) 
Memory Usage 82.6 MB 127.4 MB 156.2 MB 134.8 MB 45.3 MB 
CPU Usage 3.2% 6.8% 8.1% 5.9% 1.2% 
Cross-Platform Yes macOS Only Windows Only Multi-platform Windows Only 
Medical Support MGD Mode None None Limited None 
Privacy Model Local Only Cloud-dependent Cloud-dependent Cloud-dependent Local Only 

 
VII. DISCUSSION AND APPLICATIONS 

Lumina AI's integration of medical protocols represents a significant advancement in consumer health technology. The MGD mode 
implementation provides the first automated support for therapeutic blinking exercises, potentially improving treatment compliance 
and patient outcomes. The system's ability to track and analyze blink patterns over extended periods offers valuable data for clinical 
assessment and treatment monitoring. This longitudinal data collection capability could support research into eye health patterns and 
intervention effectiveness. The application's design prioritizes seamless integration with professional workflows, offering key 
workplace benefits including productivity enhancement through non-intrusive reminders that minimize work disruption, health 
compliance supporting corporate wellness programs and ergonomic initiatives, cost effectiveness reducing potential healthcare costs 
related to CVS, and employee satisfaction demonstrating organizational commitment to worker well-being. The modular 
architecture enables several extension opportunities including mobile integration with core algorithms adaptable for smartphone 
applications, wearable integration with potential for smart glasses and VR headsets, enterprise systems through API development for 
integration with workplace management platforms, and telehealth applications enabling remote monitoring capabilities for clinical 
settings. While Lumina AI demonstrates significant improvements over existing solutions, several limitations require future 
development. Technical limitations include camera-dependent operation limiting deployment scenarios, performance variations 
under extreme lighting conditions, and limited support for users with certain facial characteristics. Future enhancement priorities 
encompass advanced machine learning models for improved accuracy, multi-camera support for enhanced reliability, integration 
with additional biometric sensors, and expanded therapeutic protocol support. 
 

VIII. CONCLUSION 
This study presented Lumina AI, a comprehensive desktop application for real-time eye wellness monitoring that addresses critical 
gaps in current digital health solutions. Through the integration of advanced computer vision algorithms, medical protocol support, 
and privacy-preserving architecture, the system achieves superior performance compared to existing alternatives. 
Key contributions include the first consumer implementation of 68-point facial landmark detection for blink monitoring, integration 
of clinical protocols for MGD support, and demonstration of effective cross-platform deployment. Experimental validation shows 
85.4% detection accuracy with minimal system resource requirements, confirming the feasibility of real-time eye health monitoring 
on standard computing hardware. 
The system's modular architecture and privacy-first design position it for scalable deployment in workplace environments while 
supporting individual medical needs. Future development will focus on expanding therapeutic protocol support, improving detection 
algorithms through advanced machine learning, and enabling integration with emerging healthcare technologies. 
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Lumina AI represents a significant step toward intelligent, personalized digital wellness solutions that bridge the gap between 
clinical research and practical application in everyday computing environments. 
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