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Abstract: Lung cancer ranks among the primary causes of death on global scale. Catching this disease early can increase your 

chances or opportunities of survival. Computer-assisted detection (CAD) is used to create CT images and even X-rays of the 

lungs to determine whether cancer is present in the images. This paper represents an image classification by the combination of 

a neural network (CNN) algorithm and support vector machine (SVM). The algorithm spontaneously separates and analyzes 

lung picture or image to detect cancer cells. Compared to full-scale networks, CNNs are easier to train and have less overhead. 

We introduce CNN-SVM because it has accurate performance than other existing terminologies. The merits of this method are 

that it can detect cancer on the CT image 
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I.      INTRODUCTION 

Pulmonary carcinoma screening is the process of determining the appearance or occurrence of lung disease or cancer in a person. 

This process can be done through a variety of medical technologies and procedures, including diagnostic tools and even machine 

learning and deep learning. Lung cancer generally falls into two primary categories: small cell lung carcinoma and non-small cell 

lung carcinoma (adenocarcinoma and squamous cell carcinoma are subtypes). These distinct types of lung carcinoma have different 

growth and also, they are differently treated. Non- small cell lung cancer prevails more in number than small cell lung cancer [1]. 

Lung carcinoma is one of the types of cancer. It is highly difficult to diagnose because it occurs in the last stage and shows 

symptoms. However, rate of mortality and morbidity can be decreased with early diagnosis of the disease. CT imaging, the best 

imaging technology, is reliable for lung cancer diagnosis because it can reveal any desired and invisible lung cancer lump [2]. 

However, differences between computed tomography images and the determination of anatomical structures by the physicians and 

the radiologists may cause diagnostic problems in the collection of cancer cells [3]. 

In recent years, computerized diagnostics has emerged as an additional and promising tool to assist radiologists and physicians in 

diagnosing cancer [4]. Many systems and studies have been developed for the identification or recognition of lung cancer through 

various examinations as well as analysis. 

However, the detection accuracy of some systems is not satisfactory, and some systems still need to be gained to achieve the highest 

accuracy close to 100%. Machine learning and Image processing are used in the early detection and classification process of lung 

cancer. 

 

II.      RELATED WORK 

In this section we have studied various implementations of lung carcinoma detections & we summarized our findings and concluded 

by researching & referencing various papers. They are: Mokhled S. Al-Tarawneh [5]. Lung cancer is a deadly disease in which 

abnormal cells multiply and develop into tumors. Cancer cells can be removed from the lungs by the blood or lymphatic fluid 

around the lungs. Lymph flows through lymphatic vessels to the lymph nodes in the middle of the lungs and chest. Lung cancer 

often spreads to the chest area because the lymph nodes in the lung drain into the area of chest. Metastasis comes when cancer 

lumps or cells exit their site of origin and migrate via blood vessels to the tumor or other parts of body [6]. Many researchers have 

proposed and applied different imaging techniques and machine learning to diagnose lung cancer. 

Aggarwal, Furquan and Kalra [7] proposed a system which allows the process of classification of nodules and lung organs. This 

method pull-out statistical, geometric and grayscale features. LDA is used as the best method for classification and segmentation. 

The system provides accuracy of 84%, sensitivity of 97.14%, and the specificity of 53.33%. Although the system has detected 

cancer cells, its accuracy is not accepted. Machine learning techniques were not used for classification and simple segmentation 

methods were preferred. It is therefore not better to combine one of its steps in our new proposed model. 

Jin, Zhang, and Jin [8] used the deep learning methodology called convolutional neural networks as classifiers in CAD systems to 

diagnose carcinoma of lungs. The system provides 84.6% of accuracy and 82.5% of sensitivity, and the specificity of 86.7%.  
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The merit of this method is that it uses circular filters in the region of interest extraction stage, thus decreasing cost of the training 

and analysis steps. Even though its usage rate has decreased, its accuracy is still not good. 

Sangamithraa and Govindaraju [9] used the ML algorithm that is K-means unsupervised learning algorithm for the process of 

clustering or segmentation. It forms the group of data of pixels on the basis of certain characteristics. The model uses a 

backpropagation network for classification. Entropy, correlation, uniformity, SSIM, PSNR etc. Use the Gray Level Co-occurrence 

Matrix method to extract features such as The accuracy of the system is approximately 90.7%. Image Preprocessing Median filters 

are used to remove noise; This is important for our new model to overcome from noise and improve the accuracy performance. 

Roy, Sirohi and Patle [10] developed a system for the diagnosis of lung cancer nodules using a fuzzy relationship and a function 

model. This system uses grayscale conversion to improve contrasting of image. Image is binarized before segmentation and the 

image is segmented as a result using a reference contour model. Cancer is classified using a technique called fuzzy inference 

techniques. Area, mean, entropy, correlation, major axis length and minor axis length, etc. Remove features like. to show the 

classifier. Overall system accuracy is 94.12%. Given its limitations, this model does not classify future tumors as benign (cancerous) 

or malignant which is termed as (cancerous). 

 

III.      PROPOSED METHODOLOGY 

Advance diagnosis of lung cancer can reduce mortality. It is main principal to catch cancer early, prevent its development, and 

eliminate it early before it starts to grow rapidly. Technology and deep learning are broadly used in medicine to monitor, detect, 

classify, and predict diseases. Our system includes a CNN-SVM architecture that removes and deletes redundant information that 

affects accuracy. This is done in the step of integrating the CNN architecture used to determine cancer cells in a (FCN) using the 

modified version of SVM model. 

1) Convolutional Neural Network (CNN): The deep learning methodology preferred in this research-based study is a convolutional 

neural network (CNN). It is known for multilayer feedforward neural network which is biologically influenced [11]. CNN has 

many layers, and they can be separated in three stages: convolutional (which computes the output of regional connections in 

neurons), max pooling (subsampling of inputs), and fully connected layer (used to calculate the Activation of every class). 

The input source of the CNN is an (a x a x b) image; where a is the width and height, b is the total number of channels, and in the 

convolutional process there will be k convolution filters of size n x n, where n < a. Create a CNN and fit the data. The CNN model 

has 4 steps: 1.  Convolution layers; 2.  Pooling layer; 3. Flattening layers 4. fully connected. (Fig 1) [12] (CNN architecture) 

 
(fig-1 Architecture of CNN) 

 

In the convolutional layer, feature maps are defined by dot product process of  the input image and feature detectors. More feature 

maps are produced and the size of the image is reduced for uncomplicated processing. Since many detectors are used, different 

features have been developed. In this step, the ReLU Rectified linear unit activation function is used to add nonlinearity to CNN 

(since the image is generally nonlinear). In pooling layer stage, the resolution of feature maps is decreased; This step uses maximum 

pooling. 

At this stage, a lot of unnecessary data is removed, which has a positive impact on getting good results because 

irrelevant/insignificant data will not be entered into a completely connected process. In the flattening stage, the   feature map of 

pooled form which are the output of pooling layer is flattened into a single column or block. This is done to pass this block or 

column into the Support Vector Machine (SVM) model. Finally, all the features are processed in the merging process of SVMs, 

resulting in one of four options: cancers like adenocarcinoma, and greater cell carcinoma, normal(non-cancerous), or squamous cell 

carcinoma. 



International Journal for Research in Applied Science & Engineering Technology (IJRASET) 

                                                                                           ISSN: 2321-9653; IC Value: 45.98; SJ Impact Factor: 7.538 

                                                                                                                Volume 12 Issue III Mar 2024- Available at www.ijraset.com 

     

 
2174 © IJRASET: All Rights are Reserved |  SJ Impact Factor 7.538 |  ISRA Journal Impact Factor 7.894 |  

 

a) Convolution layer: Convolution layer is the important building block of CNN. It has layers (or kernels) that it has not learned 

throughout training. The size of the filter is generally smaller than the actual image. Each filter is equipped with images and 

creates activation map. For convolution, the filter slides across the height and width of the image, and the point features of each 

element of the filter and input are calculated at each position. 

b) Pooling layer: Pooling layer is used to decrease the feature map. Therefore, it reduces the number of unlearned information and 

the computational cost in the network. This step shows the available features in the feature map created by the convolution 

layer. Therefore, additional processing is performed on content features rather than the fully localized features that 

convolutional layers do. This makes the model more robust to changes at certain locations in the input image. These are two 

types 1) max pooling 2) min pooling. 

c) Flattening layer: Flattening is used to transform all two-dimensional arrays created by combining the image into a long chain 

(single long continuous linear vector). The flattened matrix is fed as input to all compositing operations to segment the image 

i.e fully connected layer. 

d) Fully connected layer: this layer is feed forward neural network; these are the last few layers of CNN. The input to this layer is 

the output of pooling and flattening layers output. 

 

2) Support Vector Machine (SVM): SVM is one of the prominent machine learning algorithm used for learning techniques used in 

classification and also for regression problems. Even though, in machine learning concept it is widely used only in 

classification problems which classify two different classes. The motivation and purpose of the SVM algorithm is to create a 

boundary of decision which can divide the space of n-dimensional or spatial space into clusters so that we can place new data 

into correct clusters in future. This clear-cut boundary is called as hyperplane. SVM chooses point vectors which can help to 

creates a general plane. These states are called support vectors, so the algorithm is called as SVM. 

(fig-2 Architecture of hybrid CNN-SVM) 

 

A Hybrid CNN-SVM model merges both Convolutional Neural Networks (CNNs) and the ML algorithm as Support Vector 

Machines (SVM) algorithms. In this approach, in this model the last layer of CNN is replaced by SVM classifier, the CNN is 

typically used for feature extraction and representation learning from image data, while SVM is employed for classification. The 

CNN extracts relevant features from the input data, and these features are then fed into the SVM for making predictions. This hybrid 

model leverages the strengths of both CNNs, known for their effectiveness in learning hierarchical characteristics from raw data, 

and SVMs, known for their robustness in classification tasks. 

 

IV.      BLOCK DIAGRAM 

(fig-3 Block Diagram of hybrid CNN-SVM) 
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V.      IMPLEMENTATION 

The accomplishment  of a hybrid CNN-SVM algorithm for lung cancer detection involves a mixture of both Convolutional Neural 

Networks (CNNs) and Support Vector Machines (SVM). Where CNNs are used extraction of characteristics from images with the 

classification capabilities of SVM. It starts with the procedure of data collection by obtaining a dataset containing images of lung 

scans along with corresponding labels indicating whether each scan contains cancerous regions or not. It's crucial to have a diverse 

and representative dataset for training a robust model.  

In addition, by following the method of preprocessing it preprocesses the images to standardize their size, resolution, and intensity 

levels. Common preprocessing steps include resizing, normalization to enhance the model's ability to discover the unseen data. Then 

it extracts the features by training a CNN architecture to draw out meaningful features from the lung scan images. 

The CNN is typically composed of layers like convolutional for feature extraction, pooling layers and finally fully connected layers 

for classification. Then it represents the feature after training the CNN and uses it as a feature extractor to obtain feature 

representations (vectors) for each image in the dataset. The output of one of the last layers before the classification layer can be 

considered as high-level features representing the input image. Training SVM is one of the important steps using the extracted 

features as inputs to train an SVM classifier. SVMs are powerful discriminative models that aim to find the optimal hyperplane to 

separate different classes in the feature space. By training an SVM on the CNN-extracted features, we leverage the discriminative 

power of SVMs to perform the last classification task. 

Assess the performance of the hybrid CNN-SVM model using numerous measures such as recall, precision, accuracy, F1- score, 

and area under the curve of ROC (AUC). Split the dataset into validation, training, and test sets to assess the model generalization 

ability. Once the hybrid model achieves satisfactory performance on the validation set, deploy it in a real-world setting for lung 

cancer detection. Continuously monitor and optimize the model's presentation over time, considering factors such as data drift, 

model drift, and emerging clinical insights. By combining the feature extraction capabilities of CNNs with the classification 

prowess of SVMs, the hybrid approach aims to leverage the complementary strengths of both models to enhance lung cancer 

detection accuracy and robustness. 

 

VI.      RESULTS AND DISCUSSIONS 

An experimental study was conducted on the suggested hybrid CNN-SVM model with the help of the lung image dataset obtained 

from Kaggle. This test scenario contains the images of lungs. These lung images are sent upon request. Diagnostic rules are then 

created from these images and transferred to the (SVM) for learning process. The learning process will start from its own process 

and finally it will check the images of the lungs for cancer. The last one is to evaluate whether the proposed method increases the 

accuracy of the detection. Accuracy refers to the predictions which are correct and is divided by the predictions of all the possible 

cases. The accuracy of the output is the key in determining the finest algorithm for future use. The more accurate algorithm gives 

the best output. 

The results we get will be in the form of GUI, the first stage is uploading dataset which we have downloaded from Kaggle which 

consists of both normal and abnormal lung images. 

 
 

The second stage is splitting the dataset into train and test category 
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Next step is Executing normal SVM and Hybrid CNN-SVM    Algorithm. In this stage CNN is executed using keras. Keras is a 

powerful library in python which is used to build the layers of CNN and in this process keras need not be installed separately 

because keras come along with the TensorFlow library. Here l2 regularization is used which is most frequently used in deep neural 

networks. It can be easily implemented using built-in functionality provided by keras application program interface. 

 
 

By comparing the accuracies of both normal SVM and Hybrid CNN-SVM model, the hybrid model is more accurate because it 

combines the strength of both CNN and SVM, here feature extraction power of CNN and classification power of SVM leads to 

generate higher accuracy compared to execution of individual algorithm.  

Uploading the image and verifying whether it is normal or malignant.  
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Table-1. Comparison with published papers. 

Sno Published paper Dataset using Accuracy 

in % 

1 CNN [13] LIDC 79.40% 

2 Reinforcement 

learning (ANN) 

[14] 

LUNA 64.4% 

3 DBNs [13] LIDC 81.19% 

4 SDAE [13] LIDC 79.29% 

 

VII.      CONCLUSION 

In summary, this study merges both CNN and SVM to detect tumor nodes including large cell carcinoma, adenocarcinoma, normal 

or squamous cell carcinoma on lung Computed Tomography images and verify if it is cancerous that is (Abnormal) or non-

cancerous that is (Normal). The purpose of this study is to get a high stage of accuracy, which is the focus of all computer-assisted 

analysis. The methodology was implemented to all the chest CT scan image dataset, a standard and openly available set of CT 

images.  

The level of accuracy can be further elevated by increasing the set of the number of images used for the procedure. In addition, 

many types of x-rays, can be evaluated using this methodology. It should be possible to check all these pictures. By learning and 

analyzing the predictive results of various types of images, medical professionals will be able to use the most appropriate pictures to 

diagnose lung disease. 
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