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Abstract: Cancer of the breast is one of the major causes of death among women all over the world with the early detection 
exhibited by mammography being able to significantly increase the survival rates. However, interpretation of mammographic 
images often goes awry because of the presence of the pectoral muscle, which tends to cover part of the breast tissue and cause 
the likelihood of incorrect diagnosis. In turn, strong computer-aided detection systems need accurate preprocessing and 
segmentation procedures to improve diagnosing efficiency. The proposed work uses a database with 322 images of mammograms 
to create an automated process that identifies breast cancer. The steps to do this are initially removal of the pectoral muscle to 
segment the area of the breast and then k-means clustering to have a specific cluster of areas that have relevant tissue. 
Thereafter, a set of machine-learning-based classification-based lesion detection models are tested out, such as K-Nearest 
Neighbours (KNN), Support Vector Machine (SVM), Logistic Regression, Decision Tree and Naive Bayes. The performance of 
traditional models and their improved ML enhanced models are measured to enhance the classification performance. Based on 
experiments, ML based classifier is shown to be better than their non counterparts with KNN having the best accuracy, 
sensitivity and specificity. This result indicates that when using Machine learning, the uncertainty, and the variation of 
mammographic data are better handled. The accuracy of breast cancer detection is enhanced within the proposed framework, 
but it also allows achieving early intervention and supporting clinical outcomes. 
Keywords: Breast cancer, Classification, KNN, K-Means segmentation, Mammogram images.  
 

I. INTRODUCTION 
Breast cancer has been the most common cancer among women globally with an estimated 2.3 million newly diagnosed breast 
cancer and about 670,000 deaths in the year 2022 [1]. In addition, it is the number one cause of cancer death among the females and 
in low and middle-income countries, screening and treatment are available in low quantities [1][2]. International Agency for 
Research on Cancer (IARC) has estimated that the new cases of breast cancer will soar by 38 percent (to 3.2 million yearly by 2050) 
and deaths, by 68 percent (or more than 1 million annually) [2]. Today, every five women in a world have chances to develop breast 
cancer throughout their life [3]. Survival rates demonstrate shocking differences: the five-year survival rate is more than 90 percent 
in high-income countries, 66 percent in India, and fewer than 40 percent in sub-Saharan Africa because late detection and treatment 
opportunities are fewer in these countries [1][4]. Factors relating to lifestyle e.g. drinking of alcohol and obesity as well as late 
childbearing are of very high risk. As in the case of the United Kingdom, there is a potential of preventing a quarter of the cases of 
breast cancer by adopting healthier lifestyles [5]. The World Health Organization requires international comprehensive efforts in 
raising awareness of global strategies to prevent, early diagnosis, and fair access to treatment as four women are diagnosed and one 
passes away every minute because of the disease [2]. 
An effective computer-aided detection (CAD) of breast cancer through mammography begins with its accurate removal; removal of 
the pectoral muscle, more so, in images of the mediolateral oblique (MLO) view where the intensity of the muscles may hide the 
presence of malignancies. The effectiveness of combining k-means clustering with hybrid or supervised models to overcome this 
challenge has been demonstrated by recent studies; using 322-image Mini-MIAS dataset. Khoulqi et al. (2021) proposed a k -means 
+ region-growing pipeline with impressive segmentation quality according to the parameters of DICE and SSIM [6]. It was found 
that anatomical feature-based transformations of intensity could be used to eliminate pectoral artifacts on MiniM IAS images 
(Ayala-Godoy et al., 2020) [7]. Later in 2023, Jiang et al. described a new approach that combines Canny edge detection with 
contour fitting and achieved superior results to traditional Libra of ~12 percent error and a fivefold improvement in speed using full-
field data [8]. Aliniya et al. (2024) have trained an AU-Net deep model both on MIAS and INbreast and on Christopher-B 
Mammography Screening Dataset (CBIS-DDSM): they reported the best cross-dataset segmentation performance [9]. Moreover, 
Sulaimani et al. (2021) combined both k-means clustering of ROI and SMOTE-balanced Random Forest with an accuracy of 97.1 
percent in terms of classification [10].  
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Supplementary pre-processing techniques including Otsu thresholding and SSRG are more effective in removing artefacts in MIAS 
and improve the accuracy of detection, by 18 percent [11]. Gaussian Mixture Model EM (2023) also performed well on MIAS in 
terms of their robust precision in marking boundaries of breasts [12]. All in all, these developments show that the k-means-based 
segmentation, along with intelligent preprocessing and supervised learning, reinforces CAD cascades in the breast cancer detection 
domain. 
Mammographic image preprocessing, i.e., removal of the pectoral muscle is one of the inevitable steps of digitally diagnostic 
examination preparation used to be efficiently diagnosed through computer-aided diagnosis (CAD) [30]. In mediolateral oblique 
(MLO) projections, as well, the pectoral muscle tends to project into the imaging field and is able to produce texture or intensity 
patterns that can copy the appearance of pathological features, including masses or calcifications, thus being a source of false-
positive interpretation or reducing the sensitivity of any succeeding classifier, which further emphasizes the need of robust 
segmentation methodologies. Over the last ten years, researchers have gained tethering to the traditional clustering techniques 
alongside the deep-learning frameworks to overcome this obstacle, especially using data union sets like Mini-MIAS, INbreast and 
CBIS-DDSM. 

 
A. Motivation 
Removal of the pectoral muscle using the elision on the mammogram images can be used to conduct a diagnosis of the real breast 
tissue, reducing the confusion and enhancing the integrity of computer-aided diagnostic operations [34]. When such systems tailor 
the breast area with more precision, they identify possible problems better and they can guide the radiologists to make more 
informed decisions. In addition, the process of simplification of the preprocessing step contributes to the emergence of automated 
screening techniques which are particularly advantageous in the areas with a small number of professional radiologists [34]. In 
conclusion, the contribution of such measures to exactly improving the clarity, focus of mammographic images is significant in the 
development of women healthcare and the general situation. 

 
B. Problem definition 
The traditional approach like thresholding or k-means clustering are prone to image noise and tend to fail when there are low 
contrasts or overlap intensity between muscle and tissue [13]. In addition, several algorithms that exist have a limited level of 
robustness on different datasets, which reduces their clinical usefulness. Newer breakthroughs in deep learning reaped the benefit of 
higher accuracy but require large training sets of annotated data to be trained on and a lot of computing power to run, which reduces 
the applicability of the models to low-resource environments [14]. In addition, inconsistent segmentation is also complicated by the 
heterogeneity of both acquisition devices (mammography equipment) and patient anatomy [15]. Under this pretext, it can be said 
that deriving an effective, precise, and generalizable solution of removing the pectoral muscle- namely one that can adapt to the 
various mammographic data and imaging conditions- is an open, and crucial problem in breast cancer image analysis. 
 

II. RELATED WORK 
With the focus on the targeting of segmentation accuracy and class-balance matching, Rampun et al. [16] developed a convolutional 
neural network with the role of incorporation class-weighted Loss to focus more on the elimination of pectoral muscle in 
mammograms. The trained model performed well on MIAS and IN breast with the Dice similarity coefficients scores of over 0.98. 
The architecture was modified as compared to the typical U-Net applying adaptive loss weights to identify difficult features such as 
pectoral contours and thick glandular tissue. The resulting high accuracy highlights the importance of having to handle unbalanced 
training data especially with medical imaging diagnosis where abnormal cases are not numerous, yet they are essential.  
Dhahbi et al. [17] developed the process of mammogram classification, in which they extracted features of multiple resolutions 
utilizing the curvelet transform after which they fed them into a K-nearest neighbours (KNN) classifier. The texture features using 
curvelet maintained directionality information of edges making it useful in detecting tumours and structure patterns.  
Their strategy achieved a high measure of 91.3% accuracy using the MIAS dataset proving that it was possible to employ hand-
designed features with fairly basic but effective classifiers like KNN. W. M. Shaban [18] have proposed a hybrid diagnostic 
technique where the support vector machines (SVM) diagnostic technique have been combined with feature-selection techniques, 
Relief as well as optimisation methods like the particle swarm optimisation (PSO) and genetic algorithms (GA).  
Using the MIAS and DDSM data sets they achieved a classification accuracy of 97.73 % which is higher than the traditional SVM 
models. Relief discovered the most relevant image characteristics, and PSO and GA did their best to obtain the best performance by 
finding optimal parameters of SVM. 
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The article shows that machine-learning models used in medical image analysis can be optimised using a metaheuristic optimisation 
technique especially when the accuracies of a given machine-learning model highly depend on the tuning of their parameters.   
[19] have drawn up an overall survey of the mammogram image segmentation and classification methods with a special emphasis 
on the hybrid model that combines the initial steps of the mammogram image segmentation using pectoral muscle removal and k-
means segmentation with the strengthened models of classification, such as the use of the SVM and the use of the modern deep 
convolutional neural networks. They have shown, in their analysis of over 100 recent studies in this area, that hybrid methods 
always outperform individual algorithms as both are able to gain advantage of each other strengths. They highlighted that the 
models combining the necessary concepts of precise segmentation, weighted feature extraction, and classifier enhancement generate 
better performance on MIAS, INbreast, and DDSM data repeatedly [28]. 

 
III. PROPOSED TECHNIQUES 

This research represents a comparison with approach to detect and classify breast abnormalities on mammographic images. The 
components are preprocessing, pectoral muscle removal (in which a K-Means segmentation algorithm is employed) and 
classification which uses traditional machine learning (ML) methods. The performance evaluation is to enhance the accuracy of the 
traits and reduce the number of false positives. 

 
Fig. 1 Overall Workflow for Proposed Methods from Machine Learning Models 

 
The initial images of mammogram to implemented by the preprocessing for pectoral muscle removal and segmentation of k-means 
is one of the best approaches from segmentation. To figure 2 shown that original, pectoral muscle removal and k-means segmented 
images are displayed the variance of the results and saved the processing images and further applied by the machine learning 
techniques to proposed work with ML models from comparison of best result enhanced by breast cancer identification. 

 
Fig. 2 Mammogram images applied original and background pectoral muscle removal after k-means segmentation of processed 

images 
 
A. Materials and Methods 
The acquisition of legitimate mammographic pictures are 322 images for analysis is a challenge being intimate limitations even 
though they are permitted and technological constraints. This article uses the MIAS database (ftp://peipa.essex.ac.uk) to test the 
effectiveness of the proposed pixel segmentation method on mammography images had been Jeevitha, V., & Aroquiaraj, I. L., [20, 
21]. 
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B. Pectoral Muscle Removal with K-Means Segmentation Methods 
Pectoral muscle removal and K-means segmentation with the MIAS (Mammographic Image Analysis Society) dataset is a 
preprocessing technique that the higher precision of breast cancer detection algorithms. The removal of the pectoral muscle region 
involves conducting K-Means cluster analysis on the pixel intensity values across the mammogram to group the pixel intensity 
values, thereby producing two groups of pixels in the mammogram, one for breast tissue and one for the pectoral muscle which has 
higher intensity values. Once the K-Means clustering analysis is complete the cluster initial to the pectoral muscle in the upper 
corner of the mammogram is isolated and removed or masked. K-means clustering segmentation is auspicious because it is 
forthright and adept for segmenting the pixel intensity values of the assumption recliner. With the pectoral muscle area removed 
from the mammogram the relevant breast area is isolated and any subsequent analysis is based on only the relevant breast area 
which improves subsequent diagnostic performance. 

 
C. Classification of Machine Learning (ML) based Methods of Algorithm 
Machine Learning (ML) methods can be specifically categorized into supervised, unsupervised and reinforcement learning. 
Supervised machine learning methods as determine from allocate data and are commonly used in medical image classification.  
1) K-Means segmentation processed images using ML Models of Algorithms 
Algorithm: K-Means segmentation images applied to machine learning Methods 
Input: To applied the processing images (K-Means segmentation) with machine learning Methods 
Output: Get the result of classification to statistical measures based on ML Models 
Step 1: To input and output directories for various images such as K-Means segmentation Processed Images.  
Step 2: To upload all .tif images in grayscale for various category folder into processed from gray format and resize them to a fixed 
size like 128×128 pixels to maintain fitness. 
Step 3:  The flatten image pixels and selection by K-means clustering to refer basic pseudo labels. 
Step 4: The normalize pixel characterises and train an KNN, SVM, LR, DT and NB classifier using the pseudo labels. 
Step 5: To predict pixel labels using the trained KNN, SVM, LR, DT and NB and reconstruct the segmented image. 
Step 6: For a few images per group display the original and segmented results. 
Step 7: To repeat the process for all images and measure average metrics if needed. 
The Machine Learning Models are utilizing the K-Nearest Neighbours, Support Vector Machine, Logistic Regression, Naïve Bayes 
and Decision Tree as implemented by processed images of k-means segmentation and get finally classification of the results from 
statistical measures to finding the true positive and false positive to the ML based machine learning models as comprised to best 
outcomes of the performance evaluated. 
 

IV. EXPERIMENTAL RESULT AND ANALYSIS 
In this work, five supervised machine learning models “K-Nearest Neighbours (KNN)”, “Logistic Regression (LR)”, “Support 
Vector Machine (SVM)”, “Decision Tree (DT) and Naive Bayes (NB)”. The evaluation is focused using the MIAS (Mammographic 
Image Analysis Society) database, that contains 322 mammographic images commonly used in medical image analysis. To better 
capture the anxiety and obscurity often present in human-related or cryptic data ML based evaluation methods are suggested for all 
models. Measures such as ML precision, recall, F1-score, Intersection over Union (IoU) and Dice coefficient are used to assess 
model performance more realistically. Overall accuracy is computed to provide a baseline testing permissive a deeper perceptive of 
how models behave in hazy environments and medical imaging substance. From equation (1-7) as ML based statistical metrics are 
applied by best result findings. 

 
                                          (1) 

                   (2) 
                  (3) 
                                                                          (4)                                                     

                   (5) 
             (6) 

            (7) 
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A. Performance Evaluation of Machine Learning Classifiers that after Pectoral Muscle Removal and K-Means Segmentation 
Table I and Figure 3 represent an equivalent evaluation of five machine learning classifiers “K-Nearest Neighbours (KNN)”, 
“Logistic Regression (LR)”, “Support Vector Machine (SVM)”, “Decision Tree (DT)” and “Naïve Bayes (NB)” used to 
mammogram classification after pectoral muscle removal and segmentation using K-means clustering, a critical preprocessing step 
for mediolateral oblique (MLO) mammograms to reduce misinterpretation of muscle tissue as pathology [22][23][24]. Among these, 
SVM displayed the highest performance, efficacious an accuracy of 98.99%, precision of 95.36%, F1 Score of 96.70, Intersection 
over Union (IoU) of 94.09, and Dice coefficient of 96.61, showing its preferable indicative trustworthiness and ability to minimize 
both false positives and negatives [35][25].  
 

TABLE I 
Performance Evaluation of ML Classifiers that after Pectoral Muscle Removal as K-Means Segmentation 

 
 
 
 
 
 
 
 
 
 

 
 

“KNN” wanted intently with 98.91% accuracy and related F1 Score and Dice scores, present a smooth different fitting for producing 
efficient scheme. “Logistic Regression” attained pure sensitivity (100%) but lower precision (86.00%) and F1 Score (91.00), 
referring a bias against false positives and thus condensed analytic bearing [26]. The "Decision Tree and Naïve Bayes" models 
delivered soft results with DT needed 98.07% accuracy and 93.00 Dice coefficient, whereas in "NB" restricted in sensitivity and flap 
metrics indicating restricted influence in medical image classification tasks [27]. These findings are enhancing approved in Figure 3, 
where SVM always leads across all statistical measures. Supporting literature also supports this image; for example, supported the 
aggressive method applying K-means segmentation, SMOTE and Random Forest to mini-MIAS dataset with 97.1% accuracy and 
98.5% specificity [33]. Several correlative analyses also situated SVM higher for mammogram classification displaying its 
observation act and analytic purpose [29][31][32]. 

 
Fig 3. Illustration of ML Methods using Statistical Measures 

Statistical 
Measures and 
ML Methods 

KNN 
Logistic 

Regression SVM 
Decision 

Tree 
Naive 
Bayes 

Accuracy 98.91 96.41 98.99 98.07 97.66 
Sensitivity 98.51 100.00 98.51 95.00 92.00 
Specificity 98.87 96.00 98.96 98.00 98.00 
Precision 94.84 86.00 95.36 92.00 93.00 
F1 Score 96.33 91.00 96.70 92.00 91.00 

IoU 94.06 85.00 94.09 90.00 90.00 
Dice Coefficient 96.60 89.00 96.61 93.00 94.00 
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V. CONCLUSIONS 
Summarily the incorporation of conventional machine learning models tends to result in enhanced performance especially in dealing 
with uncertainty and vague data. KNN and Decision Tree proved to exhibit significant improvements in accuracy, sensitivity and 
specificity over their traditional counterparts showing enhanced classification reliability. Naive Bayes also proved to improve 
especially with regards to precision and overlap measures such as the dice coefficient. While Logistic Regression also did not do as 
well indicating that ML methods may not necessarily suit all models and must be tuned with care. SVM was the most potentially 
sensitive was willing to lose some precision which is an acceptable trade-off to make for high-stakes or mission critical tasks.    
In general, while ML improves a lot of machine learning models it is application and algorithm-dependent highlighting the necessity 
for custom approaches and more research. 
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