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Abstract: Machine learning and deep learning technologies have seen a recent growth in trend towards their applications in 
personalised and predictive medicine. The ML models are designed with an aim to supervise the progression of cancer within a 
patient and aid in its treatment. Cancer is quite a diverse condition, which means that an early diagnosis and timely screening is 
instrumental for treatment. An array of popular ML techniques is used in Cancer Prognosis including and not limited to 
Artificial Neural Networks, Decision Trees, Support Vector Machines, Bayesian Networks and other Deep Learning approaches. 
Each of these methodologies contribute to the development of predictive models. Each model developed is expected to 
substantially improve the accuracy of susception and recurrence prediction. However, a number of published studies that appear 
to have build over these models lack validation and/or appropriate testing. In this review, we analyse and present a view on 
recent development of ML approaches that are applied in Cancer Prognosis and Prediction modelling. 
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I. INTRODUCTION 
Currently the field of Artificial Intelligence and Machine Learning have gained traction and made remarkable advancements in 
multiple medical sectors. This has resulted in vast amounts of medical information and data being available for medical researchers. 
A number models based on ANN and DT’s have already been in use for over 20 years to aid with cancer diagnosis and type 
detection. SVM have recently made outstanding advancements and are considered to be the superior classifier of cancer prognosis 
when implemented in linear and non-linear problems. SVM based predictors are also proven to be better performers, however, their 
models are relatively immature. 
ML models primarily are intended to aid in pattern identification and relation association on complex datasets. They also enable 
effective prediction outcomes of classified cancer type. In this paper we review several of these ML based predictive models and 
analyse the supervised techniques that they are based on. We will do so by analysing and studying the data that is integrated in each 
of the technologies and their respective performance in each proposition. 
ML models incorporate an array of patient data that are retrieved from their clinical analyses such as family history, dietary habits, 
high-risk habits and environmental factors that the subject is exposed to like radiation through UV or other carcinogens. Each of 
these factors have played an evident role in predicting the subject’s risk for developing cancer (Leenhouts 1999; Cascon et al. 2004). 
Factors like the patients own genetic make-up and details that are obtained on a molecular level are also necessary inputs for any 
successful detection model. (Colozza et al. 2005) 
As the number of parameters grow, the more challenging it becomes to develop a flexible and efficient detection or prognosis 
model. In this review, we study the challenges facing each of the models and try to establish the bases of their limitations. In order 
to do so, we must first understand the primary objective of any prognosis model. A prognosis model differs from a detection model 
as its fundamental goal is to predict the susceptibility, reoccurrence and survivability. The prognosis model relies heavily on the 
success and quality of the diagnosis. Hence medical diagnosis remains instrumental for any predictive prognosis to be carried out 
successfully. 
 

II. MACHINE LEARNING METHODOLOGY 
Machine learning, often confused with Artificial Intelligence is actually a subset or branch of AI that at its core uses statistically 
optimisation to learn from data samples. These learning are then used for probabilistic predictions for (i) calculating the unknown 
dependencies within any selected dataset of a sample system and (ii) predict their potential outcomes by using these calculated 
estimations. In simple terminology we can say that ML techniques are used to learn and classify data from complex datasets. The 
learning approach encompasses two methodologies namely supervised and unsupervised learning. Both of which have different 
procedural patterns and varied purposes respectively. 



International Journal for Research in Applied Science & Engineering Technology (IJRASET) 
                                                                                           ISSN: 2321-9653; IC Value: 45.98; SJ Impact Factor: 7.538 

                                                                                                                Volume 10 Issue III Mar 2022- Available at www.ijraset.com 
     

 
1779 ©IJRASET: All Rights are Reserved | SJ Impact Factor 7.538 | ISRA Journal Impact Factor 7.894 | 

In supervised learning we device a dataset from which we draw desired outputs based on the input data that is fed. The learning 
model interprets and learns from the dataset, whereas in unsupervised learning, the dataset has no labelled data and the output 
completely depends on the model and its findings. There is no expectation of a certain output or any output at all. Clustering for 
example is a popular unsupervised learning task where we categories clusters based on their identified characteristics with no 
labelling of input data. The approach identifies and maps raw, unlabelled data into clusters of classifiable data. Therefore, allowing 
the learning model to find patterns and discover any potential grouping in the sample. Another form of ML method is semi-
supervised learning where the dataset comprises of a combination of primarily unlabelled data with some labelled data present 
alongside it. 
We estimate the predictive value of each new sample and the learning function maps these variables in real-value variables. 
However, within datasets with non-linear variables when the relationships are interdependent or partially dependent, statistical 
analysis tend to fall flat. Since any biological system is most often non-linear, a statistical approach is impossible. This is where ML 
algorithms tend to outshine statistical analysis. 
ML however, is not perfect. Nor is it accurate every single time. Ever ML model has its drawback and limitations. These issues are 
caused by the quality of data provided. For example, a sample dataset may contain noise, outliers or redundancy issues that may 
lead to inconclusive results. As the size of dataset increases, these issues also scale and lead to challenges in designing an efficient 
model. This means that the quality of the dataset needs to be improved before one can implement any learning-based algorithms on 
the sample set. Processing of the dataset is essential so that the modified data may be better analysed. One such processing could be 
dimensionality reduction which can reduced the number of redundancy and irrelevant data enabling us to develop more robust 
learning models. 
The primary goal of any ML techniques is to design a model that can not only provide classification of the dataset, but also enable 
us to perform prediction and estimation problems on the output set variables. 

 
Fig. 1. Classification task in supervised learning. Tumours are represented as X and classified as benign or malignant. The circled 

examples depict those tumors that have been misclassified. 
 

III. ML METHODS USED IN CANCER RESEARCH 
Post processing of the data, we evaluate the data and determine the method that best defines our learning task. Common ML 
techniques used for Cancer Prognosis are (i) Artificial Neural Networks (ANN), (ii) Decision Trees (DT’s), (iii) Bayesian Networks 
(BN) and (iv) Support Vector Machines (SVM). 
 
A. Artificial Neural Network 
An ANN is trained to generate multiple combinations of outputs from the input variables which allows it to handle multiple 
problems pertaining to pattern recognition. Originally, the first Neural Network was designed to recreate the functioning of neurons 
in our brains and study how the interconnection between these neurons was carried though the axon junction. Neural Networks are 
designed on a layer analogy. A layer is a weight matrix that represents the wiring of interconnected neurons. Each layer would 
theoretically process an input and generate appropriate output in a string or vector based mathematical structure. The key challenge 
when using ANN for cancer detection is mapping real world input values into computer understandable numeric value or vector. For 
example, it is difficult to map a physical characteristic of a subject or their gene name type into a numeric vector.  
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Notably, the layered structure has been observed to take longer to process and yet have inadequate performance. The layered 
structure being unsupervised has also made inconclusive results hard to understand, as there is no way of knowing how the ANN 
arrived at this outcome. Thus, making it next to impossible to decipher any failed output. In other words, ANN has no feedback and 
has to be optimized individually for every application. 

 
Fig. 3. An illustration of the ANN structure. The arrows connect the output of one node to the input of another. 

 
B. Support Vector Machine 
An SVM is designed for performing non-linear classification and it does so by creating a hyperplane. This hyperplane essential 
functions as a separator between two maximum margin classes. As a result, the distance between both the hyperplane itself and the 
margin is effectively maximised. SVM machines use what we call non-linear kernel. These kernels significantly improve the 
performance of the classification model built by the SVM. Similar to ANN, Support Vectors have great potential in the field of 
complex analysis. Be it handwriting recognition or text-based recognition. In medical diagnosis, it can help identify the protein 
function. SVMs can aid in the classification of tumours as they provide probabilistic output that can identify among malignant and 
benign tumour. SVMs also have a decision boundary that enables researchers to detect any misclassification that may have resulted 
by the method. 

 
Fig. 5. A simplified illustration of a linear SVM classification of the input data. Tumours are classified according to their size and 

the patient's age. The depicted arrows display the misclassified tumours. 
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C. Decision Tree 
Decision tree as the name suggests represent a tree like structure that encompasses input variables represented as nodes and their 
respective variable outcomes labelled and represented as leaves. The Tree branches out into a scheme that identifies and visually 
represents corresponding outcomes as per their classification. Decision trees have been around for centuries and are the most 
common classification ML methods. They’re easy and simple to interpret and their models are quick to learn. The representation 
through decision trees allows for easy traversal across its classified branches thus allowing for a sample to be easily associated with 
its respective class. The Decision Tree architecture allows for easy reasoning and interpretation. 

 
Fig. 4. An illustration of a DT showing the tree structure. Each variable (X, Y, Z) is represented by a circle and the decision 

outcomes by squares (Class A, Class B). T(1–3) represents the thresholds (classification rules) in order to successfully classify each 
variable to a class label. 

 
IV. SURVEY OF ML APPLICATIONS IN CANCER 

From our analysis of the literature several trends were noted. As has been remarked previously, the use of machine learning in 
cancer prediction and prognosis is growing rapidly, with the number of papers increasing by 25% per year. These queries yielded 
1061 and 157 hits respectively, giving a non-overlapping set of 1174 papers. Removing the 53 papers with machine learning 
components in this set, we were left with 1121 papers. While a detailed review of each abstract was not possible, a random sampling 
indicated that ~80% of these papers were relevant (890 papers) in that they used statistical approaches to predict or prognosticate 
cancer outcomes. When looking at the types of predictions or prognoses being made, the vast majority (86%) are associated with 
predicting cancer mortality (44%) and cancer recurrence (42%). However, a growing number of more recent studies are now aimed 
at predicting the occurrence of cancer or the risk factors associated with developing cancer. As a general rule, regardless of the 
machine learning method used, the type of prediction being made or the type of cancer being evaluated, machine learning methods 
appear to improve the accuracy of predictions by average of 15-25% over alternative or conventional approaches. Almost 70% of all 
reported studies use neural networks as their primary (and sometimes only) predictor. Support vector machines are a distant second 
with 9%, while clustering and decision trees each account for about 6%. However, a disturbing number of studies lacked sufficient 
internal or external validation, were trained on far too few examples, tested on only a single machine learner or had no well-defined 
standard with which to compare the performance of the reported algorithm. 

 
Fig. 7. Distribution of published studies within the last 5 years, that employ ML techniques for cancer prediction. 
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V. CASE STUDY ON PREDICTION OF CANCER RECURRENCE 
The study of De Laurentiis et al. (1999), addresses some of the drawbacks noted in the previous studies. These authors aimed to 
predict the probability of relapse over a 5 years period for breast cancer patients. A combination of 7 prognostic variables was used 
including clinical data such as patient age, tumour size, and number of axillary metastases. Protein biomarker information such as 
oestrogen and progesterone receptor levels were also included.  
The aim of the study was to develop an automatic, quantitative prognostic method that was more reliable than the classical tumour-
node-metastasis (TNM) staging system. TNM is a physician-based expert system that relies heavily on the subjective opinion of a 
pathologist or expert clinician.  
The authors employed an ANN-based model that used data from 2441 breast cancer patients (times 7 data points each) yielding a 
data set with more than 17,000 data points. This allowed the authors to maintain a sample-to-feature ratio of well over the suggested 
minimum of 5 (Somorjai et al. 2003).  
The entire data set was partitioned into three equal groups: training (1/3), monitoring (1/3), and test sets (1/3) for optimization and 
validation. In addition, the authors also obtained a separate set of 310 breast cancer patient samples from a different institution, for 
external validation. This allowed the authors to assess the generalizability of their model outside their institution — a process not 
done by the two previously discussed studies. 
This study is particularly notable not only for the quantity of data and the thoroughness of validation, but also for the level of quality 
assurance applied to the data handling and processing. For instance, the data was separately entered and stored in a relational 
database and all of it was independently verified by the referring physicians to maintain quality. With 2441 patients and 17,000 data 
points in the data set, the sample size was sufficiently large that a normal population distribution of breast cancer patients could be 
assumed within the data set, even after partitioning. Regardless, the authors explicitly verified this assumption by looking at the 
distribution of the data for the patients within each set (training, monitoring, test, and external) and showed that the distributions 
were relatively similar. This quality assurance and attention to detail allowed the authors to develop a very accurate and robust 
classifier. Since the aim of the study was to develop a model that predicted relapse of breast cancer better than the classical TNM 
staging system, it was important for the ANN model to be compared to TNM staging predictions. This was done by comparing the 
performance using a receiver operator characteristic (ROC) curve. The ANN model (0.726) was found to outperform the TNM 
system (0.677) as measured by the area under the ROC curve.  
This study is an excellent example of a well-designed and well tested application of machine learning. A sufficiently large data set 
was obtained and data for each sample was independently verified for quality assurance and accuracy. Furthermore, blinded sets for 
validation were available from both the original data set and from an external source to assess the generality of the machine learning 
model. Finally, the accuracy of the model was explicitly compared to that of a classical prognostic scheme, TNM staging. Perhaps 
the one drawback to this study was the fact that the authors only tested a single kind of machine learning (ANN) algorithm. Given 
the type and quantity of data used, it is quite possible that their ANN model may have been outperformed by another machine 
learning technique. 
 

VI. DISCUSSION 
Except the data size, the dataset quality as well as the careful feature selection schemes are of great importance for effective ML and 
subsequently for accurate cancer predictions. Choosing the most informative feature subset for training a model, by means of feature 
selection methods, could result in robust models. Additionally, feature sets that consist of histological or pathological assessments 
are characterized by reproducible values. Due to the lack of static entities when dealing with clinical variables it is important for a 
ML technique to be adjusted to different feature sets over time. 
A key point to several studies, regarding their promising results, was the fact that several ML techniques were employed as an aim 
to find the most optimal one. Apart from this, the combination of multiple data types that would be fed as input to the models is also 
a trend. Looking back to the previous decade, only molecular and clinical information was exploited for making predictions of 
cancer outcomes. With the rapid development of HTTs, including genomic, proteomic and imaging technologies, new types of input 
parameters have been collected. We found that almost all the predictions were made by integrating either genomic, clinical, 
histological, imaging, demographic, epidemiological data and proteomic data or different combinations of these types. 
A small sized training sample, compared to data dimensionality, can result in misclassifications while the estimators may produce 
unstable and biased models. It is obvious that a richer set of patients used for their survival prediction can enhance the 
generalizability of the predictive model. 
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VII. CONCLUSION 
In this review, we discussed the concepts of ML while we outlined their application in cancer prediction/prognosis. Most of the 
studies that have been proposed the last years and focus on the development of predictive models using supervised ML methods and 
classification algorithms aiming to predict valid disease outcomes. Based on the analysis of their results, it is evident that the 
integration of multidimensional heterogeneous data, combined with the application of different techniques for feature selection and 
classification can provide promising tools for inference in the cancer domain. 
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