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Abstract: The air quality monitoring system collects data of pollutants from different location to maintain optimum air quality. 
In the current situation, it is the critical concern,. The introduction of hazardous gases into the atmosphere from industrial 
sources, vehicle emissions, etc. pollutes the air. Today, the amount of air pollution in large cities has surpassed the government-
set air quality index value and reached dangerous levels. It has a significant effect on a human health. The prediction of air 
pollution can be done by the Machine Learning (ML) algorithms. Machine Learning (ML) combines statistics and computer 
science to maximize the prediction power. ML is used in order to calculate the Air Quality Index. Various sensors and an 
Arduino Uno microcontroller are utilized to collect the dataset. Then by using K- Nearest Neighbor (KNN) algorithm, the air 
quality is predicted. 
Keywords: Machine Learning, KNN, AQI, Arduino, sensors. 
 

I. INTRODUCTION 
Among the most crucial challenges faced in the world today is air pollution. Industrial activity is increasing more regularly due to 
the explosive growth of economy, which is causing air pollution to increase more rapidly. Environmental pollution is a serious issue 
that affects all living things, including humans, with pollution from industry accounting for a significant portion of it. Solid particles 
such as dust, pollen, and spores, and gases, contribute to air pollution. Carbon monoxide, Carbon dioxide, Nitrogen dioxide, Sulphur 
oxide, Chlorofluorocarbons, Particulate Matter, and other air pollutants that cause air pollution are released by the combustion of 
natural gas, coal, and wood, as well as factories, cars, and other sources. Prolonged exposure to air pollution leads to serious health 
problems, such as lung and respiratory illnesses 
The annual death toll from household exposure to gasoline smoke is 3.8 million. Exposure to the outdoor air pollution will cause 4.2 
million deaths annually. 9 out of 10 people on the earth reside in areas with air quality that is worse than recommended by the 
World Health Organization. As per the Greenpeace Southeast Asia Analysis of IQAir statistics, air pollution and associated 
problems caused over 120,000 deaths in India in 2020.According to the report, air pollution caused economic losses of ₹2 lakh crore 
in India. This demonstrates how crucial it is to pay attention on the air quality. 
Primary pollutants and the secondary pollutants are the two major classifications of air pollutants. One that is directly emitted into 
the atmosphere from its source is referred to as a primary pollutant, whereas a secondary pollutant is one that is produced due to the 
interaction between two primary pollutants or with other elements of the atmosphere. One of the detrimental effects of pollutants 
emitted into the environment is the degradation of air quality. Also, other harmful effects, such as acid rain, global warming, aerosol 
production, and photochemical smog has increased in past years. 
Predicting the air quality is crucial for preventing the problem of air pollution. The Machine Learning (ML) models can be used for 
this. With the use of training data, a computer can learn how to build models via a technique called as Machine Learning. It is a 
branch of Artificial Intelligence that gives computer program the ability to forecast outcomes with ever-increasing accuracy. ML 
can examine a variety of data and identify patterns and particular trends. Machine learning is the ability given to a computer 
program to do a task without any external programming and this is task is achieved by using some statistical and advanced 
mathematical algorithms. 
As air pollution has been rising every day, monitoring has proven to be a significant task. The amount of pollution in a given area is 
determined through continuous air quality monitoring at that location. The information obtained by the sensors reveals the source 
and concentration of the pollutants in that area. Measures to minimise pollution levels can be taken usingthat knowledge and the ML 
model. The hardware device consists of three different sensors like MQ-135 air quality sensor, MQ-5 sensor, Optical dust sensor 
connected to the Arduino uno board, which helps in collecting the pollutants information of the currentplace. 
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II. LITERATURE SURVEY 
The authors of [1] proposed that Machine Learning algorithms plays important role in measuring air quality index accurately. 
Logistic regression and auto regression, ANN help in determining the level of PM2.5. ANN comes out with best results in the paper. 
In [2] authors gives the prediction of the air quality index by using different machine learning algorithms like Decision Tree and 
Random Forest. From the results, concluded that the Random Forest algorithm gives better prediction of air quality index. 
In [3] authors proposed model by using BILSTM which is the Deep Learning model to predicted the PM2.5 with improved 
performance comparing the existing model and produced exceptional MAE, RMSE. 
In [4] authors used the prediction model results were based on Big Data Analytics and Machine Learning, which have helped to 
evaluate and contrast current assessments of air quality. The Decision Tree algorithm gave the best results among all the algorithms. 
The authors of [5] used SVR, and LSTM Machine Learning models. The Machine Learning algorithms used for estimating the 
atmospheric pollutants (PM10 and PM2.5), it was demonstrated that SVR algorithms are the most suitable in forecasting the air 
pollutants concentrations. 
This study focused on machine learning algorithms to predict air quality indices and pollutant concentrations. The research, 
published in Applied Sciences, demonstrated the potential of machine learning in accurately forecasting air quality parameters, 
highlighting the practical applications of these algorithms.[6] 
The paper introduced a machine learning framework specifically tailored for predicting air quality in California. Published in 
Complexity, the research delved into the complexities of Californian air quality and proposed innovative machine learning 
techniques, providing a comprehensive understanding of the region's pollution dynamics.[7] 
Focusing on Chennai, this research employed regression and ARIMA time series models to predict air quality indices. Published in 
the Journal of Engineering Research, the study showcased the efficacy of combining traditional statistical methods with advanced 
machine learning, offering a nuanced approach to air quality prediction.[8] 
This paper [9] presented an integrated model employing Artificial Neural Networks (ANN) and Kriging for forecasting air 
pollutants. Published in the International Journal of Advanced Research in Computer, Communication Engineering, the research 
underscored the importance of incorporating meteorological data into machine learning models, enhancing the accuracy of air 
pollution predictions. Focused on supervised machine learning algorithms, this study[10], published in the International Journal of 
Scientific Research in Computer Science, Engineering, and Information Technology, presented a robust air quality prediction 
model. The research emphasized the significance of algorithm selection and training data quality in building effective prediction 
systems. 

III. METHODOLOGY 
In this paper, the proposed methods use three different algorithms to draw a comparative analysis of the AQI values of New Delhi, 
Bangalore, Kolkata, and Hyderabad by using parameters such as PM2.5, PM10, NO, NO2, NOx, NH3, CO, SO2, O3, Benzene, and 
toluene levels, which will then compare the three algorithms and find the most accurate and efficient algorithm. The aim is to 
analyze and present it in an efficient way. It would help us discover interesting and insightful information. These particular cities 
have a higher population density and give a good estimate of the pollution in a major South Asian city. More cities have not been 
added due to the fact that it makes the research paper way too lengthy. Hence, the major cities of India have been chosen to analyze 
the pollution levels in different urban cities of India as they are the major contributors to pollution. 
Some of the existing algorithms used are Naive Bayes-a Bayes theorem-based classifier, support vector machine-a supervised 
learning model for classification and regression, artificial neural network-learning methodology inspired by actual neurons of the 
brain, gradient boost-techniques utilizing an ensemble of weak prediction models, decision tree-which works by making predictive 
models using data, and k-nearest neighbor-a lazy learning nonparametric supervised method. 
The proposed algorithms used and compared are given below. 
 
A. Synthetic Minority Oversampling Technique (SMOTE) Algorithm 
Synthetic samples are created for the minority class using this oversampling technique. It aids in making an imbalanced dataset 
balanced. This approach helps with beating the issue of overfitting brought about by arbitrary oversampling. 
 
B. Support Vector Regression 
It is a discrete value prediction technique that uses supervised learning. For comparable purposes, SVMs and support vector 
regression are likewise used. Finding the most appropriate line is the main tenet of SVR. In SVR, the hyperplane with the most 
points is the line that fits the data the best. 
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C. Random Forest Regression (RFR) Algorithm 
It is a frequently used supervised machine-learning technique for classification and regression problems. It creates decision trees 
based on a variety of samples, utilizing the average for regression and the classification vote. 
 
D. CatBoost Regression (CR) Algorithm 
Yandex has developed a library of open-source software. It offers a framework for gradient boosting which, unlike the standard 
technique, aims at resolving categorical features using an alternative based on permutation. All the three algorithms showed 
promising results in other works which had been studied through the literature survey. These three algorithms were chosen due to 
their high accuracy in previous different works, and with the proposed work, the aim is to draw a comparative analysis and find the 
one with the best accuracy with balanced and imbalanced datasets. The aim is to use them and apply them to the Bangalore, 
Kolkata, Hyderabad, and New Delhi datasets and compare their accuracies to figure out what best fits our use case. The picked 
algorithms have the highest accuracy based on our extensive literature survey, used for the AQI prediction. The algorithms being 
used for prediction are support vector regression (SVR), random forest regression (RFR), and CatBoost regression (CR). These 
algorithms will be provided with a suitably large dataset of cities, such as New Delhi, Bangalore, Kolkata, and Hyderabad, and will 
provide a practical environment. The dataset used will be cleaned, reduced, and prepared according to our requirements and the data 
will be split into training and testing data. The plan is to use the simplest, most straightforward implementation in order for the 
algorithms to be applied easily in a real-life use case. Then, different parameters will be taken to finalize and draw up a comparison 
between these 3 algorithms and then come to the conclusion to show which is the most accurate. The comparison can bring out 
important information about AQI prediction methods and even help us choose the most suitable one. A comparison of the accuracy 
levels obtained with an imbalanced dataset and a balanced dataset with the help of the SMOTE algorithm will also be done. 
Hence, the methodology is a step-by-step process in which the first step is to find a suitable dataset and clean it. After this, further 
data preprocessing is applied which makes use of SMOTE in order to balance the dataset. Both balanced and imbalanced datasets 
will be preserved and used in order to bring to light any differences in performance that may arise due to balancing. Following this, 
in a standard machine learning procedure, the dataset is split into train and test to train the models and test their accuracies against 
real data. Feature scaling and normalization are carried out. Now, each regression model which has been picked, namely, random 
forest, support vector regression, and CatBoost, are used for prediction and its accuracy is gauged, for each balanced and 
imbalanced dataset as mentioned previously. They are compared using metrics such as RMSE and R-SQUARE. Finally, all the data 
and results have been displayed using clear figures, graphs, and charts which easily make one understand what exactly has led to the 
increase in accuracy and hence help future research. Various steps which will be performed during the implementation of this work 
to achieve the determined result. The flowchart is a process-based flowchart that shows the steps of the process in a detailed 
manner. It has been derived from the actual working out into running these models and extracting results. The process flowchart is 
drawn in Western ANSI standards. 
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1) Step 1: Choosing a dataset Choosing an extensive dataset from Kaggle according to our requirements and downloaded its CSV 
file. 

2) Step 2: Data preprocessing In data preprocessing, they cleaned the original dataset and extracted the New Delhi, Bangalore, 
Kolkata, and Hyderabad city data. Because these are major cities in India, it is important to analyze the pollution levels in 
different urban cities in India as they are the major contributors to the pollution. These particular cities have a higher population 
density and give a good estimate of the pollution. Each of these datasets was cleaned by removing all null value rows, and the 
attribute xylene was removed from the dataset due to the fact that the column values were empty for all 4 cities chosen, hence 
making it a redundant attribute. Microsoft Excel software is used to remove unnecessary, irrelevant, and erroneous data. 

3) Step 3: Applying the SMOTE algorithm After the cleaning of the dataset, the synthetic minority oversampling technique 
(SMOTE) is used to correct the class imbalances in the AQI_Bucket values. Delhi, Bangalore, Kolkata, and Hyderabad 
required 3, 11, 9, and 24 manual iterations to achieve a suitable level of balance. This is carried out to create a balanced version 
of the dataset. 

4) Step 4: Not applying the SMOTE algorithm. Here, the synthetic minority oversampling technique (SMOTE) is not 
applied to the dataset it is being used directly just after removing unnecessary, irrelevant, and erroneous data in it and hence is 
in its imbalanced form. 

5) Step 5: Splitting of the dataset The datasets are split into training and test data at an 80 : 20 ratio. These are used to train the 
model and then test it against the original data. The values predicted by the machine learning algorithms are corroborated with 
the original data to predict accuracy. 

6) Step 6: Training the dataset Empirical studies show that the best results are obtained if 80% of the data is used for training. 
Random sampling is used as a way to divide the data into train and test sections. It is widely accepted and is very popular. 

7) Step 7: Testing the dataset Empirical studies show that the best results are obtained if the remaining 20% of the data is used for 
testing. Random sampling is used as a way to divide the data into train and test sections. It is widely accepted and is very 
popular. 

8) Step 8: Feature scaling The data have been normalized in order to make the dataset flexible and consistent. StandardScaler from 
Scikit-Learn Library has been used to do so. It normalizes the features by deleting the mean and scaling the unit variance. 

9) Step 9: Applying machine learning (ML) techniques After normalizing the range of features in the datasets, various algorithms, 
namely, CatBoost regression, random forest regression, and support vector regression are used to forecast air quality index, and 
then, they are compared to show which algorithm gives the best accuracy level for each city, respectively. 

10) Step 10: Applying ML technique-random forest regression Random forest is a supervised machine learning algorithm that is 
used for classification and regression problems. It creates decision trees from several samples, using the majority vote for 
classification and the average in the case of regression. A random forest produces precise predictions that are easy to 
understand. Effective handling of large datasets is possible. 

11) Step 11: Applying ML technique-support vector regression Support vector regression is a supervised machine learning 
algorithm that is used for regression problems. Discrete values can be predicted using it. The core idea of SVR is locating the 
best fit line. The SVR best -fitting line is the hyperplane with the most points. The flexibility of SVR allows us to decide how 
much error in our model is acceptable. 

12) Step 12: Applying ML technique-CatBoost regression A supervised machine learning approach called CatBoost regression is 
based on gradient-boosted decision trees. During training, a number of decision trees are constructed progressively. To generate 
a powerful, competitive predictive model through greedy search, the main objective of boosting is to successively integrate a 
large number of weak models or models that only marginally outperform chance. It has a quick inference process since it uses 
symmetric trees and its boosting techniques aid in lowering overfitting and enhancing model quality. 

13) Step 13: AQI prediction Machine learning techniques are used to aid in this process, and the accuracy level of AQI for each city 
is estimated. The values are tabulated and graphs depicting the accuracy levels of all 4 cities are plotted. 

14) Step 14: Calculation of evaluation metric for each ML technique. The metrics used for the proposed work are R -SQUARE, 
MSE, RMSE, MAE, and the accuracy (1-MAE) of CatBoost regression, random forest regression, and support vector 
regression. 

15) Step 15: Tabulation and comparison Taking all the metric values obtained after running the machine learning techniques (i.e.,) 
R-SQUARE, MSE, RMSE, MAE, and the accuracy of the algorithms. For comparison tabulating, the predicted values and 
actual values for each city and model and plot multiple graphs such as line graphs, density plots, and scatter plots are analyzed. 
All metric values and accuracy values of each city and model are further tabulated, plotting bar graphs to compare the accuracy 
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of each model city-wise and also plot bar graphs to compare R-SQUARE, MSE, RMSE, and MAE values of each model city-
wise. Here, the accuracy is calculated using various cities datasets with SMOTE applied to them, repeating the same steps from 
Step 10 to Step 15 after using the dataset with the SMOTE algorithm applied. 

16) Step  16: Final comparative results (declare the ML technique with the highest accuracy) Once tabulated all the values, the next 
step is to compare the metric values of all the used algorithms and see what best fits the scenario. In the proposed work, random 
forest and CatBoost regression are the best performances overall. RFR got the best RMSE values in Bangalore, Kolkata, and 
Hyderabad, whereas CatBoost regression performed best in Delhi. The highest accuracy was obtained by random forest 
regression for the cities of Kolkata and Hyderabad and New Delhi and Bangalore. CatBoost regression gave the highest 
accuracy. The tabulated values are compared with metric values before and after applying SMOTE on the dataset to find what 
gives better accuracy. In the proposed work, random forest and CatBoost were the best performances overall. 

 
IV. IMPLEMENTATION 

The Central Pollution Control Board of India provided the AQI in the report National Air Quality Index, which is shown in the Fig 
2 below 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig 2 
 
According to this AQI the program is written in the Arduino IDE to collect the dataset from the current place. Further this dataset is 
recorded in the excel sheet and saved in the particular file path as required 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig 3 
 
The software used is Anaconda Navigator for Python, which features the web-based Interactive Development Environment for data, 
code and notebooks called Jupyter Notebook. The users could build and arrange the workflows in data sciences, machine learning 
and scientific computing, using its interface. The Jupyter Notebook is the original web tool for producing computational documents. 
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Steps in Software Implementation 
1) Read Dataset 
The required libraries are imported and then the dataset is read in the python code. 
Parameters considered in the dataset are the sensor values of air quality, smoke and dust and the respective quality of air for the 
values from the sensors of the current place. Hence, there are four columns in the dataset and the number of rows depends on the 
time that the data is recorded. This dataset is saved as the .csv 
 
 
 
 
 
 
 
 
 
2) File in excel. 
 
 
 
 
 
 
 
 
 
 
 
3) Split the Training and Testing Dataset 
The training set is used to train the model, and the testing set is used to determine whether the model generalises well to new and 
unexplored data. The better outcomes are attained when 20% to 30% of the data are used for testing and the rest 70% to 80% for 
training. This is done by importing the train_test_split library from the Sci-kit, where training and testing ratio is taken 80% and 
20% respectively. 
Choosing the Machine Learning model KNN is the Machine Learning model chose for the prediction of air pollution. 
 
4) Prediction 
After the ML model is fit, it gives the prediction of air quality based the AQI described, of the current place i.e., whether the air 
quality is satisfactory or moderate to breathe, or poor so that people can decide the impact of air pollution, or very poor and severe 
to survive in that place. 
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V. RESULT AND DISCUSSION 
The confusion matrix of the particular dataset air pollution, which is read initially at the time of read dataset is as shown in the Fig 8 
below. 
 
The accuracy of confusion matrix shown in the figure is 
 
 
 
 
 
 

VI. CONCLUSION 
The quality of the air is determined by components like gases and particulate matter. These pollutants decrease the air quality, which 
can lead to serious illnesses when breathed in repeatedly. With air quality monitoring systems, it is possible to identify the presence 
of these toxics and monitor air quality in order to take sensible measures to enhance air quality. As a result, production rises and 
health problems caused by air pollution are reduced. 
The prediction models built using machine learning have been shown to be more reliable and consistent. Data collecting is now 
simple and precise due to advanced technology and sensors. Only machine learning (ML) algorithms can effectively handle the 
rigorous analysis needed to make accurate and efficent predictions from such vast environmental data. In order to predict air 
pollution, the KNN algorithm is used, which is better suitable for prediction tasks. 
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