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Abstract: Wireless Sensor Networks (WSNs) are widely used for monitoring and data collection in various environments. 
However, these networks are vulnerable to attacks from malicious nodes, which can compromise the integrity and reliability of 
the system. In this work, I propose a model that combines blockchain-based registration and authentication with machine 
learning for real-time malicious node detection. The system uses the Histogram Gradient Boost (HGB) classifier to identify 
threats and stores legitimate data in the Interplanetary File System (IPFS), with hashes recorded on the blockchain. To keep the 
system efficient, I use the Verifiable Byzantine Fault Tolerance (VBFT) consensus instead of Proof of Work (PoW). My results, 
based on the WSN-DS dataset, show that this approach not only improves detection accuracy but also reduces transaction costs 
compared to traditional methods. 
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I. INTRODUCTION 
Wireless Sensor Networks (WSNs) are made up of many small sensor nodes that collect and transmit data for applications like 
environmental monitoring, supply chain management, and military surveillance. These nodes are often deployed in open or hostile 
environments, making them easy targets for attackers. Malicious nodes can join the network, send false information, or disrupt 
communication, leading to serious security issues. Traditional solutions often rely on centralized authorities for authentication, 
which creates a single point of failure and is not ideal for resource-constrained WSNs. To address these challenges, I propose a 
decentralized system that leverages blockchain for secure node registration and data storage, and machine learning for detecting 
abnormal or malicious behavior. In this model, only nodes that are authenticated through the blockchain can participate in the 
network, and all data is securely stored and verified using IPFS and blockchain hashes. The machine learning component, 
specifically the HGB classifier, is trained to distinguish between normal and malicious nodes, allowing for real-time detection and 
response. 
A. Motivation And Contributions 
The main motivation for this work is the vulnerability of WSNs to internal attacks due to their open nature and limited resources. 
Random deployment of nodes often leads to security risks, and traditional centralized authentication can be easily compromised. 
Storing large volumes of data directly on the blockchain is costly, and consensus mechanisms like PoW are too resource-intensive 
for WSNs. 
 
B. Key Contributions Of This Work 
1) A blockchain-based decentralized authentication mechanism to prevent unauthorized access. 
2) Integration of IPFS for efficient and secure data storage, with hashes recorded on the blockchain. 
3) Use of VBFT consensus to reduce transaction costs and improve throughput. 
4) Application of the HGB classifier for accurate detection of malicious nodes, outperforming other common classifiers. 

II.  RELATED WORK 
Many researchers have proposed different solutions to address security in WSNs. Lightweight blockchain authentication 
schemes20 have been developed to ensure integrity and non-repudiation. Hybrid blockchain models21 and reinforcement learning-
based routing22 have also been explored. Some works focus on key management, trust models, and privacy-preserving frameworks. 
However, most existing methods either rely on centralized entities or are too computationally heavy for WSNs. 
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Figure 1Proposed network model for WSNs. 

 
III. PROPOSED SYSTEM MODEL 

In this section, I describe the network model and the assumptions made for the proposed system. 
 
A. Assumptions 
1) Sensor Nodes (SNs) and Cluster Heads (CHs) are resource-constrained and have unique identities. 
2) Base Stations (BSs) have higher computational and storage capacity. 
3) No energy holes are assumed in the network. 
4) Recommended font sizes are shown in Table 1. 

 
Table 1 Summarized related work table. 
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B. Problem Formulation 
WSNs are susceptible to malicious nodes due to random deployment and open access. Centralized authentication is not reliable, and 
storing all data on the blockchain is expensive and inefficient. 
 
C. System Model Description 
The network is organized into SNs, CHs, and BSs. SNs collect data and send it to CHs, which then forward the data to BSs. Both 
SNs and CHs are registered and authenticated on the blockchain, which is managed by the BSs. The BSs use the HGB classifier to 
detect malicious nodes. If a node is found to be malicious, its registration is revoked. Otherwise, its data is stored in IPFS, and the 
hash is recorded on the blockchain. 

 
Figure 2 Proposed model’s workflow. 

 
D. Registration 
SNs and CHs must register on the blockchain before they can participate in the network. Registration requests are sent to the BSs, 
which handle authentication. 
 
E. Sensor Nodes 
SNs are deployed randomly and are responsible for data collection. Their credentials are stored on the blockchain to ensure 
authenticity. 

 
F. Cluster Heads 
CHs act as intermediaries, aggregating data from SNs and forwarding it to the BSs. They have more resources than SNs but less 
than BSs. 
 
G. Base Station 
BSs are the most powerful nodes in the network. They process data, run the HGB classifier, and manage the blockchain and IPFS 
integration. 
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H. Customers 
Customers (end users) must also register on the blockchain to access data. They request data hashes from the blockchain and 
retrieve data from IPFS. 
 
I. Malicious Node Detection Using Machine Learning Classifiers 
The HGB classifier is used at the BS to distinguish between normal and malicious nodes. Other classifiers like AdaBoost, GB, XGB, 
LDA, and Ridge were also tested, but HGB provided the best results. 
In our system, Base Stations (BSs) manage a blockchain network to authenticate Sensor Nodes (SNs) and Cluster Heads (CHs) 
using unique Node IDs. Data flows from SNs to CHs, which forward it to BSs for analysis. At the BS, a Histogram Gradient 
Boosting (HGB) classifier evaluates whether nodes are malicious. If malicious activity is detected, the blockchain instantly revokes 
the node’s registration to prevent network harm. For legitimate data, we use IPFS—a decentralized storage system—to split data 
into chunks and generate secure hashes. These hashes are then recorded on the blockchain for tamper-proof auditing. 
To optimize efficiency, we replaced Proof of Work (PoW) with Verifiable Byzantine Fault Tolerance (VBFT), reducing transaction 
costs by 20-30% while maintaining robust security. This streamlined approach ensures real-time threat response and scalable data 
integrity without overburdening resource-limited nodes. 

 
 
In our system, we use a machine learning classifier at the base stations (BSs) to distinguish between normal and malicious nodes in 
the network. To ensure robust detection, I compared six different classifiers: AdaBoost, Gradient Boosting (GB), Extreme Gradient 
Boosting (XGB), Linear Discriminant Analysis (LDA), Ridge, and Histogram Gradient Boost (HGB). After classification, any node 
identified as malicious is promptly removed from the network by the BS. For example, AdaBoost, introduced by Freund and 
Schapire, is an ensemble method that combines several weak learners to form a strong classifier, making it both fast and efficient for 
tasks like ours. It works by repeatedly adjusting the weights of incorrectly classified samples, gradually improving accuracy with 
each round. This approach, along with the other classifiers, helps ensure that only legitimate nodes remain active in the network, 
maintaining its security and reliability. 
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Gradient Boosting (GB) is a supervised machine learning algorithm developed by Friedman in 2001. Unlike AdaBoost, GB builds 
an ensemble model by combining multiple weak learners (typically decision trees) in a sequential manner. It starts with a base 
model and iteratively corrects errors by training new trees on the residuals (differences between predictions and actual values) of 
previous ones. Each new tree focuses on reducing the remaining errors, and their predictions are combined step-by-step to form a 
stronger overall model. This additive approach, guided by a loss function that minimizes errors, allows GB to achieve high accuracy. 
However, its time complexity (O(ftnlog n)O(ftnlogn)) increases with dataset size and tree depth, making it slightly resource-
intensive compared to simpler classifiers. 

 
 

J. Dataset Description 
The WSN-DS dataset is used, containing 18 features and five classes (normal, Grayhole, Blackhole, TDMA, Flooding). The dataset 
is highly imbalanced, so the SMOTE technique is used for balancing. 
 
K. Data Sampling 
To address the imbalance in the dataset, SMOTE is applied to oversample the minority classes, ensuring fair training for the 
classifiers. 
 

IV. RESULTS AND DISCUSSION 
A. Blockchain Results' Discussion 
I evaluated the system using both PoW and VBFT consensus mechanisms. VBFT significantly reduced transaction costs, especially 
for the registration function. IPFS was tested for file upload and download times, and it performed efficiently even for large files. 
 

 
Figure 3 Comparison of PoW and VBFT consensus mechanism in terms of transaction cost. 



International Journal for Research in Applied Science & Engineering Technology (IJRASET) 
                                                                                           ISSN: 2321-9653; IC Value: 45.98; SJ Impact Factor: 7.538 

                                                                                                                Volume 13 Issue V May 2025- Available at www.ijraset.com 
     

 
2480 ©IJRASET: All Rights are Reserved | SJ Impact Factor 7.538 | ISRA Journal Impact Factor 7.894 | 

 

 
Figure 4 (a) Comparison of time consumed in uploading files on IPFS.(b) Comparison of time consumed in downloading files from 

IPFS. 
 
B. Analysis Of Ml Results 
The HGB classifier achieved the highest accuracy, precision, recall, and F1-score compared to other classifiers, especially on the 
balanced dataset. The ROC curve showed excellent classification performance. 
 

 
Figure 5(a) Accuracy of classifiers on the balanced dataset. (b) Accuracy of classifiers on the original dataset. 
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Precision measures how reliable positive predictions are, while recall checks if all actual positives are identified. In tests, the HGB 
classifier excelled, achieving 99% precision on balanced data and 98% on imbalanced data—outperforming rivals like AdaBoost, 
GB, and XGB by 2–16%. This edge comes from HGB’s binning method, which organizes data features into evenly distributed 
buckets before training weak learners. This approach reduces noise and ensures more accurate predictions, making HGB the top 
choice for reliably detecting malicious nodes in both balanced and real-world imbalanced scenarios. 

 
Figure 6 (a) Precision of classifiers on the balanced dataset.(b) Precision of classifiers on the original dataset. 

 
C. Comparative Analysis Of The Proposed Model 
In our tests, we compared six machine learning classifiers—AdaBoost, GB, XGB, LDA, Ridge, and HGB—to detect malicious 
nodes in WSNs. To address data imbalance in the WSN-DS dataset, we used SMOTE, a technique that oversamples minority attack 
classes (like Grayhole and Flooding) to ensure fair model training. The results showed that HGB outperformed all others, achieving 
the highest micro- and macro-F1 scores (99% on balanced data, 97% on raw data). For example, HGB outshined GB by 2–4%, 
AdaBoost by 8–10%, and Ridge by 14–16% [Tables 4–5]. This superiority stems from HGB’s binning method, which organizes 
data features into evenly distributed buckets before training weak learners, improving both accuracy and efficiency. While 
traditional classifiers like LDA and Ridge struggled with imbalanced data, HGB’s ensemble approach—combining multiple 
decision trees—excelled even on the original dataset [Figs. 8–9]. By integrating HGB with SMOTE, our model ensures reliable 
malicious node detection, making it ideal for securing resource-constrained WSNs 
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Figure 7(a) Recall of classifiers on the balanced dataset. (b) Recall of classifiers on the original dataset. 

 
Figure 8 (a) F1-score of classifiers on the balanced dataset. (b) F1-score of classifiers on the original dataset. 
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V. FEASIBILITY OF THE PROPOSED MODEL 
The proposed approach is practical for real-world WSN deployments. Computationally intensive tasks are handled by BSs, so SNs 
and CHs are not overburdened. The use of blockchain and IPFS ensures data integrity and security without excessive overhead. 

 
Figure 9 ROC curve of classifiers on the balanced dataset. 

 
VI. CONCLUSION 

This work presents a secure and efficient framework for detecting malicious nodes in WSNs using machine learning and blockchain. 
The combination of HGB for detection and VBFT for consensus achieves high accuracy and low transaction costs. In the future, I 
plan to explore ensemble models and smart contract vulnerability analysis to further enhance the system. 
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