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Abstract: As the number of applications grows, it becomes increasingly difficult to ship and test the software applications. The 
growth in the creation and testing of software applications caused an issue of dependencies. Virtual machines could eliminate 
some of the problems, but the number of dependencies continues to increase due to the wide range of requirements for the 
environments. Virtual machine partitions allow many environments to operate on a single operating system. Containers solved 
the problem of dependencies. Containers are lightweight, may be utilized to generate a variety of environments, and are used to 
ship applications from one team to another. The deployment procedure is time-consuming for redesign, especially when adding 
new features and versions. In this paper, we introduce a web application with features to manage images and containers and 
introduce the architecture of the web application with Podman. This paper highlights the advantages of using web applications 
to manage containers and images. 
Keywords: Virtual machine, Containers, Podman. 
 

I. INTRODUCTION 
DevOps is a trending word for the past five years in this technological world. The top companies across the world are trying to 
speed up their development process with the help of the DevOps methodology. DevOps can be defined in many different ways 
based on requirements and usage, Simply DevOps is a combination of Software development and Operations where development 
comprises the Build, Code, Test, and Plan phases of the software development lifecycle (SDLC), and Operations comprises of the 
Monitor, Deploy, Operate and Release phases of SDLC. DevOps is a continuous, agile, and infinite loop method beginning with 
Development followed by Integration, Testing, Monitoring, Feedback, Deployment, and Operations Phases, all seven phases 
together are called the DevOps lifecycle. Container orchestration tools are required to manage large scale of containers and multi-
tiered applications [13]. We use many different tools like TestNG, JUnit, Selenium, Docker, Podman Jenkins, Chef, Puppet, 
Ansible, Vargant, and SaltStack in one or many phases of the DevOps life cycle. One of the tools is Podman which is a daemonless 
container engine for developing, managing, and running Open Container Initiative (OCI) Containers on your Linux System. These 
containers can either be run by root or by the non-privileged user. Podman can be used in every Operating System (OS) but, in 
windows, before running the commands we have to initialize a Podman machine, a type of virtual machine that will give you a 
Linux environment on Windows. All these installation, Initialization, and execution of Podman commands have to be done on 
Command Line Interface (CLI) which is a hectic task for both professionals and beginners. So, in this paper, we had proposed a web 
application with the help of this application users can execute podman commands graphically which makes the task easier and 
quicker. 
 

II. LITERATURE SURVEY 
The existing methodologies could be very complex to understand for the non-DevOps users. The features of the existing system like 
the ability to start and deploy the containers based on the commands, and the ability to work in only some of the operating systems 
like Linux distributions [1]. These are some of the disadvantages of the existing model which could potentially lead to many 
problems and reduce the scope of usage of the containers. Container orchestration tools are required to manage large-scale 
containers and multi-tiered applications [13]. These tools help build the applications faster and more efficiently. A container could 
also help in testing and monitoring the application [14]. The need for containers starts to increase gradually due to the increase in 
applications. The need for automation also increases due to the increase in production of applications so, faster deployment of the 
applications is necessary to increase the production of applications. 
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III. IMPLEMENTATION 
The installation of essential software, such as MongoDB, Node.js, and a code editor like Visual Studio, is the first step. Create a 
pacakge.json file in Visual Studio after installing the required software. This file stores key metadata about a project that is required 
before it can be published to NPM, as well as functional properties that npm uses to install dependencies, run scripts, and identify 
the package's entry point. Now, Install the necessary external modules, such as express, Mongoose, and MongoDB. Create an entry 
file called app.js and finish creating the project's code using the MVC architectural pattern. 
 
A. Starting A Web Application 
This application can be hosted anywhere like in AWS cloud, Azure, Google cloud, and local host. Here we hosted this application 
on localhost by executing the command "node app.js'' in the terminal. We can see the result by typing the address as "localhost:port 
number" in the browser. The port number is nothing but the number given in the app.js file. 
 
B. Pull Image From The Repository 
When we enter into the Main page and select Images Option in the website, we will enter into the images page. We should select the 
pull image button to pull the image from the repository. The web application prompts for the name of the image to pull the image. 
The web application will send the data input to the server at the backend and the server combines the necessary command with the 
input and sends the command to the podman engine running at the backend. podman tries to pull the image from the docker hub to the 
local repository as shown in fig 1.  
 

 
Figure 1: Pulling image from remote repository 

 
C. Starting The Container 
When we enter into the main page and select the Containers Option on the website, we will enter into the containers page. We 
should click the launch container button to start the container. The web application prompts for the name of the image and container. 
Give desired values to parameters and the web application starts the container. The web application will send the data to the server 
and the server intern connects to the podman engines and executes the command to run the container. We can quickly develop 
applications and deploy them to any environment, allowing us to handle a wide range of DevOps problems [1]. 
 

IV. ARCHITECTURE 
In this paper, to develop the application, we utilized Node.js, which is an open-source server environment that runs on JavaScript. 
We have Express on top of node.js, which is a web application framework that aids in the development of single-page, multi-page, 
and hybrid web applications as well as the management of servers and routes. The architecture of this application can be seen as two 
parts frontend and backend. 
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A. Frontend 
The user sees and interacts with the express files with the ".ejs" extension which contains the frontend code in HTML, CSS, 
BOOTSTRAP, and JAVASCRIPT languages. The user can feel comfortable while working in graphical mode.  All the ejs files are 
in the views folder and if we have any external CSS files, we will place them in the public folder and provide a path to include them 
in the app.js file. Front end of the application is as shown in the fig 2. 

 
Figure 2: Frontend of Web Application  

 
B. Backend 
The backend part of the application contains mainly three things MongoDB, Web Server, and Docker Engine, and these three things 
communicate with each other where web server acting as a median. With an express module in Node.js, We can create our server, 
and also, we have an HTTP module in Node.js which is used to transfer data over the Hyper Text Transfer Protocol (HTTP), Here 
the data may be the request from the user to the web server with the help of a web browser or the response by the web server to the 
user requests.Node.js and MongoDB both combined leads to a JSON based web-service [15]. The web server interacts with the 
MongoDB database (To store and retrieve user data and the commands executed by that particular user as logs) and the Podman 
Engine (To create containers and networks, pull images, use created networks, list stopped and running resources, to delete unuseful 
resources). The connectivity is as shown in fig 3. 

 
Figure 3: Backend of Web Application 

 
C. Database 
In Node.js we have MongoDB and mongoose modules, with the help of them we will connect and communicate with MongoDB 
from the web server to get required data and to post data into the database. The data is in MongoDB (Which is a NoSQL database) 
are data is stored as collections and documents. It is used to store user data and user commands as logs. Architecture of the 
application is as shown in Fig 4.  

 
Figure 4: Architecture of the Web Application 
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V. RESULTS 
The results explain how the Containerization strategy is accurate compared to that of the previous one and ensures that it takes less 
time for the Containerization of the application. There are multiple strategies followed but using the Podman tool time of 
Containerization is less and almost equivalent to constant time. 
 
A. Feature Analysis Of Proposed Model 

 
 
          Features  

 
Docker 

    
Podman 

  
Website  

Setting up Setting up is very 
simple. 

Setting up is a 
little complex 
compared to 
Docker. 

Does not need 
setting up. 

Daemon-less Docker cannot run 
as Daemon-less 

Podman can run 
as Daemon-less 

Podman can run 
as Daemon-less 

Root Container has to 
run by root user 

Container can be 
run by non-root 
user 

Container can be 
run by non-root 
user 

Load 
Balancing 

Simple Load 
Balancing 

Simple Load 
Balancing 

Simple Load 
Balancing 

Operating 
System 

Can run on Linux 
Distributions, 
Windows with 
application. 

Can run on Linux 
Distributions, 
Windows with 
application. 

Can run on any 
Operating System 
which has a 
browser. 
 
 
 

Monitoring Logs are not stored. Logs are not 
stored 

Uses MongoDB 
for storing logs. 

Table 1: feature analysis of proposed model 
 
The comparison is performed based on features and the requirements of current scenarios. The web application proposed in this 
paper can eliminate the resource requirements needed to start the existing tools. The proposed web application could help DevOps 
learners to learn the concepts related to containers quickly and easily. It takes a large amount of time to set up and run containers 
and document the results. With the help of the web application, we will be able to store logs and document the results. 
 
B. Results 
1) The first task is to start the Web application from the Browser as shown in fig 5. 

 
Figure 5: Main Page 
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2) Once the application is launched, we have to select one of the options. First, we can select containers for managing containers 
as shown in Fig 6. 

 
Figure 6: container Page 

 
3) We can stop the container by giving the name of the desired container as input as shown in 7. 

 
Figure 7: stopping the container 

 
4) Select image option from the main page to manage the images as shown in 8. 

 
Figure 8: Image Page 
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5) Select Network Option to Manage the network in the containers as shown in 9.     

 
Figure 9: Network Page 

 
6) Select the Delete Resource option from the main page for deleting the resources (Networks, Containers, Images) as shown in 

Fig 10. 

 
Figure 10: Resource Page 

 
VI. CONCLUSION AND FUTURE SCOPE 

This paper proposes a web application to make DevOps accessible to all learners, enhance DevOps efficiency, and speed up DevOps 
research. This application makes user interaction as easy and efficient as possible. Image management and Storage of logs are two 
notable aspects of the whole application. This application builds on the tool called Podman. Podman is used to leverage the concept 
of pods. Podman Commands are used in the graphical user interface to create and manage the images in different operating systems. 
In addition to the current trend, a similar concept of automation can be applied in the process of Containerization, to automate the 
development of the image. We can increase the features to operate the application in the voice mode to faster access the application. 
The application can be extended to monitor the applications. The application Can be extended to be used in the field of BigData. 
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