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Abstract: One of the most hazardous types of skin cancer is melanoma because it spreads quickly and accounts for the majority 

of skin cancer fatalities because, if untreated, it is considerably more likely to migrate to other body regions. If melanomas are 

not found in their early stages, they cannot be treated.Therefore, melanoma treatment relies heavily on early detection. 

Melanoma is difficult to detect since it frequently looks benign and is misdiagnosed as such. Previous attempts to use neural 

networks to detect melanoma using the ABCD worked best with small datasets and low accuracy. The cloud technique requires a 

significant amount of time to train the dataset's images. The ensemble approach does not perform any image preprocessing, 

hence the final findings fall short of expectations.It is suggested to use an upgraded encoder-decoder network with separate 

encoder and decoder sub-networks connected by a number of skip paths. For the ISIC dataset and PH2 dataset, preprocessing 

strategies for pictures are suggested that aid to achieve high sensitivity and high specificity in lesion border segmentation to get 

greater accuracy compared to existing models. 

 

I. INTRODUCTION 

Melanocytes, which contain pigment, give rise to melanoma, a malignant tumour. 

Among all the skin malignancies, it has the fastest rising death rate. Sun exposure people to UV light, which is the main and most 

significant external cause causing melanoma. According to projections by the American Cancer Society, the US will see 96,480 new 

cases of melanomas in 2019 and an estimated 7,230 deaths from the disease. 90% of deaths from skin cancer are caused by the most 

deadly type of skin malignancy, cutaneous melanoma. 90% of cutaneous tumor-related deaths are attributed to melanomas, 

according to Garbe et al. Additionally, they looked into the incidence rates, which are approximately 25 new instances of melanoma 

per 100,000 people in Europe, 30 per 100,000 individuals in the USA, and about sixty per 100,000 people in Australia, where the 

highest incidence rate is noted.Nevertheless, if discovered and found early enough, melanoma can be treated with quick excision. 

Even with the help of seasoned dermatologists, the diagnosis of melanoma from skin lesions can be imprecise and time-consuming. 

These approaches include visual inspection, clinical screening, dermoscopic analysis, biopsy, and histological investigation of skin 

lesions.  This is a result of the complex visual properties of skin lesions, including their variability in size, form, and border 

fuzziness, as well as their low contrast in relation to the surrounding skin and the presence of noise elements such skin hair, 

lubricants, bubbles, and air. For the detection and diagnosis of melanoma cancer, the creation of an effective Computer Aided 

Diagnosis (CAD) system is necessary. As a result, melanoma diagnoses will increase, and early identification will increase the 

likelihood of effective treatment and lower the disease's fatality rate. 

 

II. LITERATURE SURVEY 

This is an explanation of the background research on the early identification of melanoma. To find melanoma, numerous techniques 

have been developed. In the ABCD rule, asymmetry means that two sides do not match while they match for the symmetry. This 

can assist in distinguishing benign from malignant skin lesions. The benign skin lesions are not harmful while the malignant are 

cancerous and harmful. This rule has always been applied by many hand-crafted methods for the analysis of skin lesions images for 

melanoma detection. These methods termed hand-crafted are limited by the noise present on the skin lesion and also the low 

contrast and irregular border features of skin lesions. These methods lack deep supervision and this leads to a loss of detailed 

information during training thus experiencing difficulty in analyzing the complex visual characteristics of the skin lesion. 

Codella et al. proposed a system that combines recent developments in deep learning with established machine learning approaches 

to create ensembles of methods that are capable of segmenting skin lesions for melanoma detection. Even though those methods 

have achieved great success, there still remain several challenges to the skin cancer segmentation task due to the complex nature of 

skin lesion images. Skin lesions images are characterized by fuzzy borders, low contrast between lesions and the background, and 

variability in size. 
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Simoyan noted how the deeper Visual Geometry Group model (VGG), based on the learning of models with a bigger number of 

image descriptors used as inputs (such as color, symmetry, contour, etc.), can ensure a better efficacy in melanoma identification in 

2014, and this architecture can further improve melanoma detection. The VGGs can also be applied to the search box in question, 

depending on the blocks and the filter being used. The most popular models are VGG 11, 16, and 19, which have 8, 13, and 16, 

respectively, different convolutional layer counts from one another. 

In the framework of the IoMT, the first architectures made up of Edge, Fog, and Cloud resources initially appeared in 2017. These 

designs facilitate anticipatory learning. The majority of management and analysis techniques for IoMT data found in the literature 

are cloud-based. By decentralizing computing power for machine and deep learning techniques on network nodes, which are used as 

microdata center mesh network nodes, it is possible to improve individual user data security, resolution in the exchange of medical 

images, data archiving, and the capacity to improve diagnosis response times. 

 

III. EXISTING SYSTEM 

Some of the current models can only process grayscale photos; they cannot process colored images. In the current systems, the 

models can distinguish between images with lesions and images without lesions, but the training time, or the processing time for 

images, is very long.The models function well with tiny datasets, but their precision is not up to standards.  

 

A. Advantages 

1) One benefit is the ability to distinguish between lesions and non-lesions. 

2) For small datasets, lesion detection models are simple to create. 

 

B. Disadvantages 

1) There is no proper image preparation.  

2) Training takes a lot of time. Appropriate for little image datasets. 

 

IV. PROPOSED SYSTEM 

Due to two main factors—(i) the consequences of inaccurate detection and (ii) the requirement for exceptional accuracy in 

detection—skin cancer detection is a difficult task. Effective soft computing and machine learning techniques could be used to solve 

the accuracy issue. Although many methodologies have shown to produce results that are generally accurate, there is still significant 

room for improvement. In order to determine whether an image contains melanoma or not, it is necessary to create a model that can 

distinguish between melanoma and benign lesions. 

 Different deep learning models, such as VGG19, ResNet50, and ResNet101, are utilised to train the model for image 

categorization. For processing images, these are some highly potent techniques. In order to classify photos into benign and 

malignant conditions, it is important to develop a model that best yields reliable findings. 

 

V. DESIGN 

It is important to detect melanoma early because it is a deadly form of skin cancer when compared to benign, which is not as deadly. 

This will help people and doctors in accurately diagnosing melanoma. The project's goal is to identify melanoma and non-melanoma 

lesions because melanoma often resembles benign and discriminating against them is a bit challenging. 
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Our model mainly consists of four Phases: 

 

A. Feature Extraction  

Identifying the difference between a skin lesion and healthy skin is a common challenge in the identification of melanoma. The 

photos contain artefacts and noise, such as air bubbles and hair. For improved segmentation and lesion analysis, we must therefore 

eliminate all unnecessary pixels and enhance the images. To achieve proper feature extraction and segmentation of the lesion area, 

which results in a high degree of diagnostic accuracy, preprocessing techniques are applied. 

 

B. Image Pre-processing 

There are numerous phases proposed in the pre-processing method for picture detection. The proposed hair removal method consists 

of the steps listed below. First, use the ABCDE melanoma rule as soon as the image is inputted. Asymmetry, border, colour, 

diameter, and evolving are all abbreviations for ABCDE. When identifying and categorising melanomas, clinicians look for certain 

features of skin damage. 

 
 

C. SoftMax Classification 

In neural network models that forecast a multinomial probability distribution, the SoftMax function serves as the activation function 

in the output layer. In other words, SoftMax is employed as the activation function for issues involving multiple classes in which 

more than two class labels must be class members.In multispectral/HSI classification, pixel-wise classification is frequently used to 

assign each pixel vector to a certain category by taking advantage of the spectral properties of both the individual pixel and its 

nearby neighbours in the local area. 

 

D. Lesion Classification 

The Lesion Classifier helps to identify and classifies the resultant image into either melanoma or non-melanoma based on the 

training and testing results. 

 

VI. IMPLEMENTATION 

In this project we will show the difference between the accuracy of different Deep learning models. With every model we will start 

the training of the model by pre-processing the data(but in this project the data will be loaded only once to compare the models).The 

basic pre-processing includes  

1) Data Loading 

2) Data Augmentation 

3) Data segmentation 

4) Data Normalization 

After that we evaluated the performance of the models. After we fit the model to our requirements, we plotted the graph and get to 

know the accuracy and loss of each model. 

 

A. Visual Geometry Group (VGG-19) 

According to reports, the VGG-19 CNN architecture can analyse huge picture datasets like ImageNet with great accuracy. About 

143 million parameters make up the VGG-19 model, which was trained on 1.2 million general object photos from 1,000 different 

object categories in the ImageNet dataset. Convolutional and completely connected layers, as well as max pooling, drop out, and 

fully connected layers, are among the 19 trainable layers in the VGG-19. 

In our project we got ACCURACY: 80.33333420753479 
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B. Residual Neural Network (ResNet-50) 

The Residual Blocks idea was created by this design to address the issue of the vanishing/exploding gradient. We apply a method 

known as skip connections in this network. The skip connection bypasses some levels in between to link layer activations to 

subsequent layers. These residual blocks are stacked to create ResNets.A 50-layer deep convolutional neural network called ResNet-

50 consists of 48 convolutional layers, 1 maxPool layer, and 1 average pool layer. A particular kind of artificial neural network 

called a residual neural network creates a network by piling up residual blocks. A pre-trained version of the network that has been 

trained on more than a million photographs will be loaded from the ImageNet database. Images can be categorized by 1000 different 

item types using a network. 

In our project we got ACCURACY: 85.29166579246521 
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C. Residual Neural Network (ResNet-101) 

ResNet-101 is a modified version of the 50-layer ResNet, a convolutional neural network with 101 layers. The ImageNet database 

contains a pre-trained version of the network that has been trained on more than a million photos. The pretrained network is capable 

of classifying photos into 1000 different object categories, including various animals, a keyboard, a mouse, and a pencil. The 

network has therefore acquired rich feature representations for a variety of images. The network accepts images with a resolution of 

224 by 224. 

In this project we got ACCUARCY: 85.83333492279053. 

 

 
 

 
 

D. Accuracy Score Comparisons  

 
 

VII. CONCLUSION 

Deep convolutional neural networks with three different methodologies are used in the project's development to detect melanoma 

cancer using deep learning techniques. In the first method, the model is trained with VGG-19, which consists of 19 convolutional 

layers and provides superior accuracy (80%), but the issue is that it causes overfitting, also known as vanishing gradient. The second 

method uses the ResNet-50 model to train the data, which fixes the vanishing gradient problems and provides an accuracy of 85.2%. 

In contrast, the third strategy uses ResNet-101, a modified version of ResNet-50 that is simpler to train than a straightforward deep 

convolutional neural network. It also fixes the issue of accuracy decay, producing 85.8% accuracy. 
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