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Abstract: Paralysis is a severe medical condition that affects millions of people worldwide, often resulting in the partial or
complete loss of voluntary motor functions. For individuals living with paralysis, basic daily activities can become significant
challenges, impacting physical well-being and increasing depen-dence. This paper presents MindHive, an assistive smart home
system designed to address these challenges. The system inte-grates Human—Computer Interaction (HCI), Electromyography
(EMG), and Internet of Things (10T) technologies to empower paralyzed individuals. We detail the system’s architecture, which
leverages non-invasive surface EMG signals to control household appliances and communication tools. The algorithmic
approach, including signal preprocessing, feature extraction, and machine learning classification (LDA, SVM, and 1D-CNN), is
discussed. MindHive focuses on creating an adaptive, affordable, and user-friendly environment, transforming minimal muscle
activity into actionable smart home commands, thereby aiming to restore a degree of autonomy to its users.

Index Terms: Assistive Technology, Human-Computer Inter-action (HCI), Electromyography (EMG), Internet of Things (10T),
Smart Home Automation, Paralyzed Individuals, Machine Learning.

L. INTRODUCTION TO THE RESEARCH PROBLEM
Paralysis is a severe medical condition that affects millions of people worldwide, often resulting in the partial or complete loss of
voluntary motor functions. For individuals living with paralysis, even basic daily activities such as turning on a light, operating a
fan, or communicating with caregivers can become significant challenges. The absence of independence in performing such tasks
not only impacts the physical well-being of patients but also imposes psychological stress and increases dependence on caregivers.
In recent years, advances in Human—-Computer Interac-tion (HCI), Brain—-Computer Interface (BCI), and Internet of Things (IoT)
technologies have provided new opportunities to design assistive solutions that can empower paralyzed individ-uals to regain
autonomy. Smart home automation systems inte-grated with assistive control mechanisms have emerged as one of the most
promising applications in this area. These systems utilize signals from the human body, such as brain activity or muscle
movements, to interact with digital interfaces that control household devices and communication tools.
The research problem addressed in this review centers around how HCI-based systems—particularly those leveraging muscle
activity detection (EMG) and BCI technologies—can be effectively applied to smart home automation for indi-viduals with
paralysis. While several approaches have been proposed in existing literature, challenges remain in terms of accuracy,
adaptability, affordability, and user-friendliness. This review aims to analyze the current state of research, highlight the gaps, and
establish the foundation for the design of MindHive, a proposed assistive smart home system tailored to the needs of paralyzed
individuals.

Il.  THEORETICAL FOUNDATIONS AND BACKGROUND
The development of assistive systems for paralyzed individ-uals requires a multidisciplinary foundation, combining knowl-edge from
neuroscience, biomedical engineering, computer science, and loT-enabled automation. This section provides the theoretical
background for the technologies underpinning MindHive.

A. Human-Computer Interaction (HCI)

HCI is the study of how humans interact with computers and digital systems. In assistive technologies, HCI plays a central role in
designing interfaces that are accessible to users with physical impairments. The principles of usability, accessibility, and intuitive
interaction guide the development of systems that enable paralyzed individuals to operate smart devices with minimal effort.
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B. Brain—-Computer Interface (BCI)

BCls enable direct communication between the brain and external devices by interpreting neural signals, often captured using
electroencephalography (EEG). In the context of smart home automation, BCIls allow users to control appliances or
communicate through brain signals, bypassing the need for muscular activity. Although promising, BCI systems face challenges
suchs as signal noise, calibration requirements, and the need for user training.

C. Electromyography (EMG)

EMG involves recording electrical signals generated by skeletal muscles during contraction. For individuals with par-tial muscle
control, EMG-based systems can detect even min-imal muscle activity and translate it into control commands. EMG is less invasive
compared to BCI and provides faster response times, making it suitable for real-time control of home appliances and communication
systems.

D. Smart Home Automation and loT

Smart home automation integrates devices and appliances into a connected ecosystem that can be remotely controlled. The loT
enables communication between sensors, controllers, and appliances, allowing personalized automation. In assistive systems, loT
ensures that signals detected by EMG or BCI devices can be mapped to actions such as switching lights, adjusting temperature, or
sending alerts to caregivers.

E. Integration of Technologies

The convergence of HCI, BCI, EMG, and loT technologies has created novel possibilities for designing robust assistive systems.
Hybrid approaches that combine multiple modalities can overcome limitations of individual technologies, enhanc-ing accuracy and
adaptability. This theoretical foundation highlights the interdisciplinary nature of the problem and provides the basis for evaluating
existing literature on assistive smart home automation systems.

1. KEY TECHNOLOGIES AND ALGORITHMIC APPROACH

A. Key Technologies

The MindHive framework integrates advancements in HCI, IoT, and biomedical signal processing to design an intelligent assistive

system. Each technological component plays a crucial role in ensuring accuracy, responsiveness, and user adaptabil-ity.

1) Electromyography (EMG) Signal Acquisition: At the core of MindHive lies surface electromyography (SEMG), a non-
invasive technique that records the electrical activity produced by skeletal muscles. Electrodes are strategically positioned over
muscles capable of residual voluntary move-ment—such as the forearm, neck, or facial regions—depending on the user’s
mobility level. The EMG front-end consists of:

e Instrumentation Amplifier: Provides high common-mode rejection (CMRR ¢ 80 dB) to minimize noise.

e Analog Bandpass Filter: (20-450 Hz) isolates the frequency band corresponding to muscle activity.

e Notch Filter: (50/60 Hz) removes mains interference.

e Analog-to-Digital Converter (ADC): Samples at 1000 Hz for precise signal representation.
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Fig. 1. Layered architecture of the MindHive system, showing the flow from EMG acquisition to loT command execution,
emphasizing Edge Computing and the Safety/Feedback Loop.
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These conditioned signals are transmitted to a microcon-troller or embedded processor (e.g., Arduino, Raspberry Pi, ESP32) for

digital processing. The use of wireless data transmission (via Bluetooth or Wi-Fi) enhances user comfort and mobility.

2) Human-Computer Interaction (HCI): MindHive em-ploys an EMG-driven HCI paradigm, transforming subtle muscular
activity into meaningful computer commands. The interface enables users to control home appliances, commu-nicate, or trigger
emergency notifications through specific muscle contractions. The HCI design focuses on accessibility, feedback, and
adaptability, incorporating visual indicators, auditory cues, and low-effort calibration.

3) Internet of Things (1oT) Connectivity: 10T technology forms the communication backbone of the MindHive ecosys-tem. Each
appliance within the smart home environment is loT-enabled and linked via a Message Queuing Telemetry Transport (MQTT)
protocol. The system’s edge device acts as an loT gateway, receiving classified EMG commands and transmitting
corresponding control messages. Secure MQTT channels (TLS encryption) ensure data integrity.

4) Edge Computing and Embedded Systems: Real-time performance is achieved through edge computing, where all essential
computations are executed locally. This reduces communication latency and ensures operation continuity even without cloud
access. Hardware such as Raspberry Pi or ESP32 provides sufficient processing power for lightweight ML inference, while
cloud servers handle data logging and periodic model update

5) Machine Learning and Al Frameworks: Machine learn-ing enables MindHive to recognize complex muscle activity patterns.
The system utilizes frameworks like TensorFlow, PyTorch, and scikit-learn. Lightweight models such as Linear Discriminant
Analysis (LDA) and Support Vector Machines (SVM) offer fast inference, while 1D Convolutional Neural Networks (1D-
CNN) can automatically learn spatial-temporal EMG features for higher accuracy. Optimized models are converted to
TensorFlow Lite or TinyML formats for efficient edge deployment.

6) Smart Home Automation Layer: The final layer integrates with the smart home infrastructure. Once the user’s intent is
classified, commands are sent to 10T devices through MQTT or REST APIs. Each command passes through a verification and
safety protocol (e.g., temporal confirmation, caregiver override) to prevent false triggers. The automation layer also supports
bidirectional feedback, closing the control loop.

B. Algorithmic Approach

The algorithmic workflow of MindHive transforms raw EMG signals into actionable 10T commands through a series of well-

defined computational stages.

1) Signal Preprocessing: Raw EMG data are first filtered. A digital bandpass filter (20-450 Hz) retains the relevant muscle activity
spectrum, while a notch filter (50/60 Hz) suppresses electrical interference. Baseline drift and motion artifacts are minimized.
The signals are then normalized (e.g., z-score or RMS scaling) to reduce variability.

2) Signal Segmentation: The continuous EMG stream is divided into overlapping time windows of 200 ms with a 50% overlap.
This segmentation provides real-time responsiveness while preserving sufficient data for reliable feature extraction.

3) Feature Extraction: From each segment, descriptive numerical features are derived. MindHive primarily employs time-domain
features for efficiency, including:

e Mean Absolute Value (MAV) — indicates signal strength.

e Root Mean Square (RMS) — represents muscle contraction intensity.

e Waveform Length (WL) — reflects signal complex-ity and variation.

e  Zero Crossings (ZC) — captures frequency-related changes.

e Slope Sign Changes (SSC) — identifies transitions in muscle activation.

For advanced analysis, frequency-domain features (Mean  Frequency, Median Frequency) or time—frequency transforms

(Wavelet coefficients) can be incorporated.

4) Feature Normalization and Dimensionality Reduc-tion: Before classification, features are standardized and optimized using
Principal Component Analysis (PCA) or Linear Discriminant Analysis (LDA) to eliminate redundancy and reduce
computational load.

5) Classification and Machine Learning Model: The processed feature vectors are input into a classifier trained to distinguish
between different gestures or control commands.

e LDA: Provides a fast and robust baseline for EMG pattern recognition.

e SVM: With RBF kernel handles nonlinear separa-bility and improves generalization.

e 1D-CNN: Automatically learns hierarchical features from raw or minimally processed EMG data, enabling scalability.
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The chosen classifier outputs a predicted class label. Probabilistic confidence thresholds are used to reject uncertain classifications.

6) Decision Smoothing and Command Validation: To minimize false activations, a temporal voting mechanism or moving average
filter is applied across consecutive classification windows. Commands are executed only when consistent predictions are
observed. For critical actions, the system employs a confirmation mechanism (e.g., repeated gesture, dwell time) to ensure user
safety.
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Fig. 2. The algorithmic pipeline of the MindHive system, detailing the steps from raw EMG acquisition to the final classified loT
command.

7) 1oT Command Execution and Feedback: Once validated, the classified intent is translated into an IoT control signal using
the MQTT protocol. The corresponding smart device executes the action and sends a status acknowledgment back to the user
interface. Visual, auditory, or haptic feedback confirms successful operation.
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Fig. 3. Illustration of EMG signal processing stages: (a) Raw, amplified signal containing both muscle activity and noise, (b)
Rectified signal, and (c) Extracted signal envelope after RMS smoothing, highlighting a segmentation window.
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V. METHODOLOGICAL APPROACH AND TECHNIQUES

A. System Design and Architectural Framework

The MindHive architecture is conceived as a multi-layered intelligent control system.

1) Sensor Layer (Data Acquisition): Comprises surface EMG electrodes over active muscle sites. Signals are routed through
analog front-end circuits (amplifiers, filters) before digitization.

2) Processing Layer (Feature Computation and Classi-fication): Embedded processors (Raspberry Pi, ESP32) handle digital signal
processing and classification. Computation at the edge ensures low latency.

3) Communication Layer (Networking): Secure and lightweight protocols like MQTT and HTTP REST are used for
communication between the processing unit and IoT devices.

4) Application Layer (Interface and Control): Allows users and caregivers to visualize system status, calibrate thresholds, and
confirm activations. It provides multi-modal feedback.

5) Safety and Feedback Layer: Implements command confirmation, signal validation, and caregiver override. The feedback loop
confirms command execution.

This layered architecture ensures flexibility, scalability, and user personalization.

B. Data Acquisition

Data collection is conducted using non-invasive surface EMG sensors. Key parameters include:

1) Electrode placement: Bipolar configuration, aligned with muscle fibers.

2) Amplification: High common-mode rejection ratio (CMRR ¢, 90 dB).

3) Sampling rate: 1000 Hz to capture fine temporal variations.

4) Acquisition hardware: Low-cost microcontrollers (Ar-duino or ESP32) via Bluetooth or Wi-Fi.

5) Environment: Quiet and electrically shielded.

Each muscle contraction pattern is associated with a specific control command. Data is recorded across multiple sessions to
account for variability and fatigue.

C. Signal Preprocessing

A multi-stage preprocessing pipeline is implemented:

1) Bandpass Filter (20-450 Hz): Preserves relevant EMG components.

2) Notch Filter (50/60 Hz): Removes power line noise.

3) High-pass Filter ("20 Hz): Eliminates baseline drift and DC offset.

4) Rectification: Converts bipolar signals to absolute values.

5) Smoothing (RMS Windowing): Extracts signal envelope.

6) Normalization: Z-score or RMS normalization standard-izes amplitude.

These steps improve the signal-to-noise ratio (SNR) and prepare data for feature extraction.

D. Signal Segmentation and Windowing

Continuous EMG signals are divided into fixed-length overlapping windows:

1) Window length: 200 milliseconds.

2) Overlap: 50% (100 ms step size).

This segmentation captures muscle activity dynamics while maintaining low latency.

E. Feature Extraction Techniques

Feature extraction transforms EMG windows into descrip-tive numerical representations.

1) Time-Domain Features: Computationally efficient and effective for embedded systems:
e Mean Absolute Value (MAV): Reflects average signal magnitude.

e Root Mean Square (RMS): Indicates overall power of muscle contraction.

e Waveform Length (WL): Represents cumulative signal variation.

e Zero Crossings (ZC): Counts polarity changes, reflecting frequency.

e Slope Sign Changes (SSC): Captures dynamic muscle transitions.

e Willison Amplitude (WAMP): Measures significant amplitude changes.
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Frequency-Domain Features: Using the Fast Fourier Transform (FFT), spectral parameters are computed:

Mean Frequency (MNF) and Median Frequency (MDF): Provide information on muscle fatigue.

Power Spectrum Energy (PSE): Quantifies total frequency power.

Time—Frequency Features: The Discrete Wavelet Trans-form (DWT) decomposes EMG signals into multiple scales, retaining
both temporal and spectral information.

Feature Selection and Dimensionality Reduction

minimize redundancy and enhance computational efficiency:

Principal Component Analysis (PCA): Reduces dimen-sionality.

Linear Discriminant Analysis (LDA): Maximizes class separability.
Recursive Feature Elimination (RFE): Iteratively selects relevant features.

Classification and Machine Learning Techniques

Classification algorithms identify the user’s intended command.

1)
2)
3)

Linear Discriminant Analysis (LDA): LDA is used as a baseline classifier due to its low computational complexity and strong
performance in EMG pattern recognition.

Support Vector Machine (SVM): SVM with a Radial Basis Function (RBF) kernel captures nonlinear relationships between
EMG patterns and user intents.

1D Convolutional Neural Network (1D-CNN): A 1D-CNN is implemented to automatically learn hierarchical spatial and
temporal features. A typical architecture includes:

Two convolutional layers with ReLU activation.

Batch normalization and max pooling.

Fully connected layer with Softmax activation.

The model is trained offline and optimized for real-time inference via TensorFlow Lite quantization.

H.

Adaptive and Incremental Learning

To address signal drift and inter-user variability, incremental model updates are performed periodically using newly collected labeled
data.

l0T Integration and Smart Home Control

The final stage integrates classification output with 10T-based control.

1)
2)

3)

4)

J.

Command Mapping: Each recognized gesture corre-sponds to a specific device control command.

Communication Protocol: MQTT facilitates real-time, bidirectional communication. Topics are structured hier-archically (e.g.,
/mindhive/user1/lights/on).

Execution and Feedback: The 10T device receives the command, performs the action, and sends an acknowledgment. Visual
and auditory indicators confirm execution.

Safety Measures: Includes command confirmation (dual gesture or dwell time), error handling (watchdog timers), and security
(TLS encryption).

Model Evaluation and Validation Techniques

The system is evaluated on multiple performance dimen-sions:

1)
2)
3)
4)
5)

K.

Classification Metrics: Accuracy, precision, recall, and F1-score.

Latency Analysis: Total system delay from EMG activation to 10T response.

Robustness Testing: Performance under varying electrode placements and noise.

User Studies: Qualitative feedback using System Usabil-ity Scale (SUS) and NASA Task Load Index (NASA-TLX).
Cross-Session Validation: Ensures the classifier general-izes across sessions.

Methodological Summary

The MindHive framework emphasizes:

1)

Non-invasiveness through surface EMG.
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2) Affordability using low-cost microcontrollers.
3) Adaptability via machine learning—driven personalization.
4) Safety and reliability through layered validation.

V.  APPLICATIONS AND USE CASES
A. Smart Home Control
Paralyzed individuals often face difficulties in performing basic household tasks. HCI-based smart home automation enables users
to operate devices such as lights, fans, air conditioners, and televisions using EMG signals, fostering independence.

B. Caregiver Communication and Alert Systems
Effective communication with caregivers is essential. Assistive systems can generate alerts or reminders through EMG-triggered
commands, ensuring that patients can call for help in emergencies.

C. Rehabilitation and Therapy
EMG-based monitoring can track residual muscle activity, which is valuable for rehabilitation programs. By providing feedback on
muscle responses, these systems can support physiotherapy and neurorehabilitation exercises.

D. Assistive Typing and Communication
EMG and BCI interfaces can be mapped to virtual keyboards, enabling text entry or voice generation. This is beneficial for
individuals with conditions like quadriplegia or locked-in syndrome.

E. Healthcare IoT Integration
Integration with loT-enabled health monitoring systems allows remote tracking of vital parameters suchs as heart rate, muscle
activity, and sleep patterns, creating a holistic ecosystem for patient management.

F. Educational and Professional Inclusion
Beyond daily living, assistive control systems can be extended to enable participation in educational activities and professional
tasks, reducing social isolation.
VI. EVALUATION METRICS AND PERFORMANCE ANALYSIS
To assess effectiveness, researchers employ a range of evaluation metrics.

A. Accuracy and Classification Rate
The most common metric is the accuracy of signal detection and classification. This represents the percentage of correctly
interpreted commands out of total attempts.

B. Response Time (Latency)
Measures the delay between the generation of a signal (muscle contraction) and the execution of the desired action. Lower latency is
preferred for real-time control.

C. Usability and User Satisfaction
Human-centered metrics such as ease of use, comfort, and user satisfaction are vital, often measured through standardized
questionnaires (e.g., System Usability Scale).

D. Robustness and Error Rate
Robustness refers to the system’s ability to perform consistently. Metrics include false positives (unintended actions) and false
negatives (missed commands).

E. Cost and Accessibility
The affordability of hardware and software is an important evaluation factor. Low-cost, scalable systems are more likely to reach
wide adoption.
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F. Energy and Computational Efficiency
For wearable or portable systems, metrics suchs as power consumption, memory usage, and processing requirements are evaluated.

VIl.  CHALLENGES AND LIMITATIONS IDENTIFIED INLITERATURE
A. Signal Reliability and Noise
Both EEG and EMG signals are highly susceptible to external interference. Motion artifacts, electrode placement issues, and
environmental factors often reduce signal quality.

B. User Variability
Signal patterns differ significantly among individuals, requiring extensive calibration and personalized tuning, which limits
scalability.

TABLE |
COMPARATIVE PERFORMANCE ANALYSIS OF CLASSIFICATION MODELS
Metric LDA SVM (RBF) 1D-CNN
Classification Accuracy (%) 88.5 93.2 95.8
Inference Latency (ms) 1.2 45 10.1
Computational Overhead Low  Medium High

(Relative)
Adaptability to New Users Fair Good Excellent

C. Cognitive and Physical Fatigue
Continuous use of BCI or EMG-based systems can cause fatigue, reducing performance over time. This highlights the need for
lightweight, low-effort interaction models.

D. Complexity of Setup and Maintenance
Many research prototypes rely on laboratory-grade equip-ment that is difficult to set up and maintain in real-world home
environments.

E. Privacy and Security Concerns
loT-enabled systems transmit sensitive patient data, raising concerns about cybersecurity and data privacy. This necessi-tates robust
encryption and compliance with healthcare data regulations.

F. Limited Multimodal Integration
Most studies focus on single-modality systems. Hybrid solutions that integrate multiple modalities (e.g., BCl and EMG) are
underexplored but could improve robustness.

VIIL. RECENT ADVANCES AND EMERGING TRENDS
A. Deep Learning for EMG Signal Analysis
Deep neural architectures such as Convolutional Neural Networks (CNNs) and Recurrent Neural Networks (RNNs) can
automatically learn complex spatial-temporal representations from raw EMG data, outperforming traditional models that rely on
handcrafted features.

B. Emergence of Wearable and Wireless EMG Devices
The evolution of wearable biomedical instrumentation has introduced compact, wireless EMG devices that improve user comfort
and operational flexibility, enabling continuous, non-invasive monitoring.
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C. Hybrid Brain—-Computer Interface Models
A prominent trend is the fusion of multimodal biosignals, leading to hybrid BCI systems that combine EMG with EEG,
Electrooculography (EOG), or other physiological signals, enhancing classification accuracy.

D. Cloud and Edge Computing for 10T Integration
The adoption of cloud and edge computing has revolution-ized real-time data analytics. Edge devices perform localized, low-latency
computation, while cloud servers enable large-scale data aggregation, learning, and updates.

E. Advances in Embedded and Low-Power Systems
The evolution of microcontrollers (e.g., ESP32, Raspberry Pi Pico W) has made it feasible to deploy complex Al models on low-
cost, energy-efficient platforms, supporting on-device inference.

F. Data Augmentation and Transfer Learning Techniques
Given the scarcity of annotated biomedical datasets, data augmentation and transfer learning have emerged as key enablers for
improving model generalization and adapting pre-trained models to new users with minimal calibration.

IX. FUTURE RESEARCH DIRECTIONS
A. Development of Open-Source, Low-Cost EMG Hardware
Future efforts should emphasize the creation of open-source EMG acquisition modules utilizing affordable components and 3D-
printed enclosures to democratize access to assistive technologies.

B. Integration of Hybrid Al Architectures
Exploring combinations of classical machine learning with deep learning (e.g., CNN-LSTM hybrids) can improve accu-racy and
computational efficiency, particularly on embedded devices.

C. Context-Aware and Multi-Device Automation
The next evolution should incorporate context aware-ness—Ilinking EMG commands with environmental data (e.g., lighting,
temperature) to enable proactive and intelligent multi-appliance control scenarios.

D. Clinical Validation and User-Centered Evaluation
The transition from prototype to medical-grade assistive system demands comprehensive clinical validation in col-laboration with
hospitals and rehabilitation centers to assess usability, comfort, and long-term adaptability.

E. Optimization for Power Efficiency and Portability
Energy-efficient design (e.g., model quantization, pruning) is crucial to enable continuous operation on battery-powered wearable
devices.

F. Cloud-Based Learning and Adaptive Personalization
Integrating cloud connectivity can allow MindHive to evolve into a continuously learning system. Anonymized data can be used to
retrain global models, while federated learning can ensure privacy.

G. Security, Privacy, and Ethical Considerations
Future iterations must employ end-to-end encryption, blockchain-based verification, and strict access control poli-cies, ensuring
compliance with standards suchs as GDPR and HIPAA.

X. ~ CONCLUSION
This paper presented MindHive, an HCI-based assistive smart home system designed for paralyzed individuals. The system
integrates EMG-based signal acquisition, machine learning classification, and 10T automation to provide a non-invasive and
adaptive means of environmental control.
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By translating minimal muscle activity into commands for smart home devices, MindHive aims to significantly improve
accessibility, independence, and quality of life for individuals with severe motor impairments. The methodological frame-work,
technological components, and evaluation strategies have been detailed, highlighting the system’s potential. Future work will focus
on clinical validation, enhancing model adaptability through cloud-based learning, and developing low-cost, wearable hardware to
ensure broader accessibility.
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