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Abstract: The use of mobile devices can easily divert a driver's attention away from the road. Dangerous driving, such as texting 
and driving, can cause havoc in traffic and jeopardize safety. The goal of this project is to develop an accident-avoidance system 
that can detect the presence of a mobile phone in the driver's hand by installing an in-car camera facing the driver and running 
a YOLOv3-Tiny algorithm for mobile phone detection. In addition, the model will issue an audio alert to the driver and use face 
detection algorithms to determine the driver's identity. Twilio APIs are being used to send live messages to car owners about the 
actions taken using the car's location information. 
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I. INTRODUCTION 
As per the statistics presented by the World Health Organization (WHO), road injuries are one of the top 10 leading causes of death 
in upper-middle-income countries like India. Almost 80–90% of traffic accidents are caused by the driver's mistakes while operating 
the vehicle, as well as a lack of attention and distracted behavior [25]. Due to this, countries all around the world are giving it an 
extremely high priority to improve road safety and develop a better traffic management system. Even though there are multiple 
potential contributing factors, a lot of experiments indicate that the usage of a cellular phone while driving is likely to cause an 
accident as it delays the visual information processing by the driver [17]. 
Distracted driving, as it is well established in the literature, takes drivers' eyes off the road, switches their consciousness from 
driving to other tasks, and results in false perceptions [25]. Thus, in this project, we have proposed a vision-based solution that will 
warn the driver with an alerting sound when he or she is found with a mobile device in their hand [16]. We have used the YOLO 
algorithm to detect the mobile phone [26]. This detection will be achieved by installing a camera inside the car, behind the steering 
wheel, which will continuously monitor the driver in real time [12]. In case, the mobile phone is detected, an alerting sound will be 
made by the system and will be checked after some time once again. If the driver is found using the mobile phone again, then the 
location of the car will be fetched using the geo coordinates of the car[10]. Simultaneously, the image of the driver using the mobile 
phone will be captured. This image will then be compared with the existing images and registered users in the database. Using facial 
detection techniques, it will be checked if the driver is known to the system or not. If the image detection matches and the driver 
turns out to be known to the system, then a WhatsApp message will be sent to the registered car owner using the Twilio API, which 
will contain the location details as well as the name of the driver. If the person turns out to be unknown, then the owner will just 
receive the location of the car and a warning message saying that there is a possibility that the car might be stolen.  
 

II. LITERATURE REVIEW  
Over the years, many techniques have been developed for the avoidance or prevention of car crashes through various means. 
Sensors detect changes in parameters or analyze weaving, swerving, sliding, sudden braking, fast U-turns, sudden acceleration, and 
other abnormal driving patterns to determine rash driving or accidents. Accelerometer sensors are used for getting the acceleration 
[1] ( difference in speeds between two consecutive time frames) and a gyroscopic sensor for the angular velocity. An increase or 
decrease in either of these two parameters triggers a warning, and a car crash emergency is evoked if the car suddenly comes to a 
halt, or else a warning for rash driving.  A GPS sensor and camera are also used to achieve more functionality and accurate results 
[2]. GPS sensors are used to send location information in emergency situations to contacts mentioned by the user. Additionally, the 
GPS sensors offer details about the type of road the car is being driven on. On highways, the vehicle speed increases, and the mobile 
accelerometer sensor picks up a higher G force than normal, resulting in a false positive. Hence, with the help of GPS and 
determining the kind of roads, the threshold values for the accelerometer are varied accordingly. The built-in microphone [2] listens 
for high-decibel acoustic events such as airbag deployment, impact noise, and car horns to detect an accident. Further, A mobile 
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phone can be mounted on the steering wheel [6] to track driving behavior with the use of a magnetometer present inside mobile 
phones in addition to an accelerometer and gyroscope. With the use of sensors installed around the exterior of the car [26], car 
crashes were detected, and text alerts were sent to the emergency contacts. In computer vision-based approaches, a camera is placed 
beneath the rear-view mirror of a car [4] and is used to determine whether or not the driver is using a mobile device. It incorporates 
a Supervised Descent Method (SDM)-based facial landmark tracking algorithm to track the locations of facial landmarks in order to 
extract a crop of the region of interest. Object recognition was accomplished using the Histogram of Oriented Gradients (HOG) for 
feature extraction and various classifiers such as Random Forest Trees and AdaBoost. A cascade face detector is trained using the 
Adaboost learning algorithm [13]. Hand gesture recognition is accomplished with HOG and SVM, and lip recognition is 
accomplished with the Red Exclusion method, which recognizes lips because they are redder than skin color and is enhanced with 
the Fisher transformation. An efficient deep learning model, Mobile Net [23], combined with a single-shot multibox detector 
(Mobile NET-SSD), was used to identify the driver's mobile usage. If the driver was found using a mobile device, an alarm was 
triggered, and photos were taken to be sent to traffic authorities. The accelerometer sensor on a smartphone, which measures the 
acceleration the phone experiences while using particular applications, was used to detect reckless driving [8]. An ANN will later 
evaluate the gathered acceleration data to determine whether or not the current acceleration matches the data produced when the 
user was driving while using mobile. One of the CNN architectures, VGG-16, reinforces the learning model [9] [14] for mobile 
usage detection, yielding an accuracy of 95.54% on the test set. 

Table 1. 

1 Car Accident Detection 
and Notification 
System Using 
Smartphone 

To propose a  mechanism that 
distinguishes between the speed 
variation of a low speed vehicle 
and walking or slowly running 
person. 

Two phases -  
Detection Phase 
Notification Phase 

2 CAR DRIVERS 
MONITORING 
BY MEANS OF 
MOBILE 
PHONE APPLICATION 

To identify the 
causes of drowsiness in drivers, 
obtain the possible indicators of 
fatigue and detect it using 
solely the sensors of a mobile 
phone, making it more accessible 
and hopefully prevent a number 
of accidents. 

By using an accelerometer one can measure the rotation 
of the device with respect to a 
reference point. It does so by taking gravity into account. 
When mounted directly on the 
steering wheel; this can be translated into SWM 
(Steering Wheel Movement). 
 

3 Cell Phone Usage While 
Driving Avoidance with 
GSM-RF Based Accident 
Emergency Alert System 

To alert when the driver has not 
placed his mobile on the mobile 
stand. If the driver doesn’t do so 
then the microcontroller starts 
working and sends message to 
the rescue teams 

Cell phone detection stand system, GSM and RF based 
accident alert system which operates simultaneously 
when driver is into the car or 
vehicle. 
 

4 Driver Cell Phone Usage 
Detection on Strategic 
Highway Research 
Program 
 
(SHRP2) Face View 
Videos 
 
 

A vision based method to 
automatically determine if a 
driver is holding a cell phone 
close to one of his/her ears 
  
 

Our approach utilizes the Supervised Descent Method 
(SDM) based facial landmark tracking algorithm to track 
the locations of facial landmarks in order to extract a 
crop of the region of interest. Following this, features are 
extracted from the crop and are classified 
using previously trained classifiers in order to determine 
if a driver is holding a cell phone. We adopt a thorough 
approach and benchmark the performance obtained using 
raw pixels and Histogram of Oriented Gradients (HOG) 
features in combination with various classifiers. 
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5 Detecting Driver Use of 
Mobile Phone Based on 
In-car Camera 

a novel method to detect the 
driver use of 
mobile phone based on an in-car 
camera. 
 

The phoning activity is categorized into three actions 
and use the And-Or Graph (AoG) to represent the 
hierarchical compositions of the phoning activity and the 
temporal relationship between the actions. An online 
parsing algorithm for AoG based on Earley’s parser is 
implemented to parse the video and detect the driver's 
use of a mobile phone. 

 
III. METHODOLOGY 

Our paper describes a method for determining whether a driver is using his phone by using an in-car camera. A Raspberry Pi 
module will be used in parallel with a compatible camera. The module will be installed on the dashboard in a suitable location 
where the driver can be clearly seen. When a driver makes a phone call or is seen using a mobile phone, his phone is usually held 
close to his ear or directly in front of his face. Given this, a detection model that looks for mobile phones in the ROI above the 
steering wheel and is focused on the driver will be run. 
 
A. Object Detection 
For real-time object classification, the YOLOv3-Tiny algorithm is used. YOLOv1 solves end-to-end recognition by transforming 
object detection into a regression problem, predicting bounding boxes, and classifying images directly from the full image. 
YOLOv2 was proposed as a compromise between accuracy and speed. Not only does YOLOv2 use a novel multi-scale training 
method, but it can also be run in a variety of sizes. The network structure, however, can be improved further. YOLOv3 enhances 
structure and accuracy. The prediction of this method is based on the multi-scale feature. YOLOv3 is a cross between a feature 
pyramid and a single shot multi box detector.  However, the YOLOv3 network structure is still being optimized in YOLOv3-Tiny. 
Yolo v3-Tiny employs a pooling layer, reduces the figure of the convolution layer, and reduces the depth of the convolutional layer. 
Convolution layers and max-pooling layers are used to extract features in the feed forward configuration of YOLO v3-Tiny. As a 
result, the running speed has increased significantly (it is roughly 442% faster than previous YOLO variants). 
Tiny YOLOv3 extracts features and strengthens feature fusion by using upsampling in the prediction network. The 13x13 feature 
map in Figure 1 passes through the convolution and up samplingupsampling layers. This converts the 13x13x512 feature map to 
26x26x256. The 26x26 feature map is also concatenated with the up sampling feature from earlier in the network. Finally, the output 
feature map of size 26x26 is generated [28]. 

 

Fig 1. The feature fusion of the 26 feature map. 
 
Tiny YOLOv3 detects the input image and divides it into N x N grids, predicting the bounding boxes within each grid cell. Finally, 
for each target classification, bounding boxes and confidence levels are proposed. 

௜ܥ
௝ =  ௥ܲ(ݐ݆ܾܿ݁݋) ∗ ݋ܫ ௣ܷ௥௘ௗ

௧௥௨௧௛ 

 
Here, ܥ௜

௝ denotes the j bounding box of an I grid cell and ௥ܲ(ݐ݆ܾܿ݁݋) denotes the object's existence probability. 
The intersection over union (IoU) is defined as follows:  

= ܷ݋ܫ  
ܽ݁ݎܽ_ݎ݁ݐ݊݅
ܽ݁ݎܽ_݊݋݅݊ݑ

=
ܤ ∩ ௚௧ܤ

ܤ ∪ ௚௧ܤ
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where ܤ௚௧ = ௚௧ݔ) ௚௧ݕ, ௚௧ݓ, ,ℎ௚௧)represents the ground truth position and B = (x, y, w, h) represents the prediction box position. As 
a result, the IoU loss function is proposed for the IoU metric. 
 

ூ௢௎ܮ = 1 −
ܤ| ∩ |௚௧ܤ
ܤ| ∪ |௚௧ܤ

 

The Tiny YOLOv3 loss function has three components: bounding box position error, bounding box confidence error, and 
classification prediction error between ground truth and predicted boxes. 
 
 
Loss =  

௖௢௢௥ௗ෍ߣ
௦మ

௜ୀ଴

෍
஻

௝ୀ଴

݈௜௝
௢௕௝[((ݔ௜ + పෝݔ ))ଶ  + ௜ݕ)) +  [ పෝ))ଶݕ

 

 
௖௢௢௥ௗߣ+ ∑௦మ

௜ୀ଴ ∑஻
௝ୀ଴ ݈௜௝

௢௕௝  × [(ඥݓ௜ +ඥݓపෞ)ଶ + (ඥℎ௜ + ටℎప෡ )ଶ]
 

௖௢௢௥ௗߣ+ ∑௦మ
௜ୀ଴ ∑஻

௝ୀ଴ ݈௜௝
௡௢௢௕௝(ܥ௜ − ప෡ܥ )ଶ ௖௢௢௥ௗߣ+ +  ∑௦మ

௜ୀ଴ ∑஻
௝ୀ଴ ݈௜௝

௢௕௝(ܥ௜ − ప෡ܥ )ଶ 

+∑௦మ
௜ୀ଴ ݈௜௝

௢௕௝ ∑
(௖∈௖௟௔௦௦) ( ௜ܲ(ܿ) − పܲ(ܿ෢ ))ଶ 

 
We used a preprocessed image as input. The output consists of bounding boxes, an accuracy score percentage, and a class label. 

 

Fig 2. Experimental result 
B. Audio alert and Location 
After detecting a mobile phone target, this module is expected to play audio to alert the driver and regulate driving. As a result, a 
module for audio alarms was added. When the real-time monitoring module detects the driver is on the phone, an alarm is triggered 
to remind the driver to adjust their driving behavior. 

 

Fig 3 : Flowchart of the project 
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When the driver is found to be using a mobile device, the geopy module in Python is used to get the exact location of the car. This 
location will also be critical in cases where the driver is not recognized and the vehicle is at risk of being stolen. 
 
C. Face Recognition 
After the driver is identified using a mobile device while driving a car, his face is then matched with the registered faces uploaded 
by the user for verification of the driver. We used DLIB's cutting-edge, deep learning-based facial recognition module for facial 
recognition. It supports single-shot learning, which means it only needs one image to train itself to detect people. which has proven 
to be 99.38% accurate on the Labelled Faces[13] in the Wild benchmark. To detect faces, the model employs the HOG (Histogram 
of Oriented Gradients) feature descriptor in combination with a linear SVM machine learning algorithm. HOG is a simple and 
effective feature descriptor. In addition to face detection, it is widely used for object detection, such as cars, pets, and fruits. HOG is 
robust for object detection because object shape is defined by the local intensity gradient distribution and edge direction. Dlib also 
consists of CNN (Convolutional Neural Network) based facial recognition, which is a class of deep networking. It works really well 
for non-frontal faces at unusual angles, where a HOG-based detector fails. In this project, we chose HOG and linear SVM-based 
face recognition over CNN because CNN needs more power and requires a  GPU for faster execution. 
 
D. Messaging Module 
The activity of the driver is reported to the car owner via messaging and email services. The Twilio API is used to send live 
messages to a registered mobile number via WhatsApp chat services. Twilio is a cloud-communications platform that offers a 
variety of services to help developers integrate voice, message, and video communications into apps, allowing them to achieve call 
center scale at a fraction of the time and expense. WhatsApp is used as a messaging platform for convenience. The SMT-PLIB 
module defines an SMTP client session object, which can be used to send email to any Internet machine running an SMTP or 
ESMTP listener daemon. We were able to notify the vehicle's owner via email that the driver had been using a mobile phone or any 
other prohibited device by using this module. We developed a specific email ID (acting as a service provider to the owner) to 
prevent any instances of abuse from using the email address, and this is done by turning on two-factor authentication of the email 
ID. 
 

IV. RESULTS & DISCUSSIONS 
As already discussed in the methodology above, the key factors that are expected out of this model are accurate detection of the 
mobile phone, identification of the driver, and sending an alert message to the registered owner of the vehicle. The first step is the 
detection of the mobile phone, which is done using in-car cameras installed behind the dashboard. With the help of localization 
techniques, the presence of mobile phones is detected in the driver's hand. This is specifically achieved using YOLOv3 tiny 
detection. If a mobile phone is detected, as illustrated in Fig. 4, then an audio alert is sent in the form of a buzzer sound. The 
significance of this alert is to send a warning for the driver to keep the mobile phone aside. The system waits for K seconds, and if 
the phone is detected again, the audio alert is repeated, and the geolocation of the car is fetched using the GeoPy module of Python. 
Then, with the help of a facial recognition algorithm, the face of the drivers gets identified and is compared with an existing 
database of registered drivers. If it matches with any of the profiles in the database, an email, a WhatsApp message, and the driver's 
details, along with the location, are immediately sent to the registered owner of the car. However, if it doesn't match with any image 
in the database, an email and message, along with the location and a warning saying that the car might be stolen, is sent to the 
owner. 
 

V. CONCLUSION 
With the objective of preventing accidents, In this paper, we propose a mechanism for detecting cell phone use while driving. We 
have been able to achieve this with the help of various object detection and facial recognition algorithms in computer vision. Our 
model is able to correctly detect mobile phones and match the driver's face with the ones in the database. It is also sending 
WhatsApp messages with driver details and geolocation by making use of the Twilio API. It is a full-fledged system that detects 
mobile phones, alerts the drivers, and sends warning messages to the car owner.  To expand the scope and potential of this project, 
an accelerometer could be added to measure the speed of the vehicle or use GPS location for the same. 
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VI. LIMITATIONS AND FUTURE STUDIES 
The camera is quite challenging to install inside an automobile. The camera must be quite compact in size. A fully functional camera 
that is connected to the internet can only be installed in high-functioning automobiles. Making in-car cameras necessary is a really 
challenging task. If installing cameras is not required, some people can try to avoid following the law. Installing a camera inside a 
car is an infringement on one's right to privacy, and hackers might misuse it. There is a slight possibility that the camera will 
misread a particular object. To prevent information misuse, the database must be connected to all significant government databases, 
even those that are not officially sanctioned by the government. In the upcoming days, our initiative will be very beneficial. The 
number of accidents caused by prolonged cell phone use while driving has dramatically climbed in recent years. Indeed, this has led 
to an increase in mortality across the globe. Our idea not only aims to address the issue of accidents, but it can also be used as a 
security system for vehicles and aid in identifying the driving style of the driver using face recognition software. With the aid of 
government regulations, we hope to implement this concept in automobiles, trucks, and other large vehicles in the next few years. If 
the government passes a law on this, it might completely alter the automotive industry. 
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