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Abstract: Intensive Care Unit (ICU) death rate prediction supported artificial neural network, patients WHO have important 
unwellness and injury can get admitted to the unit. The dying rate for sufferers admitted to the unit can vary from Associate in 
Nursing underlying illness with a dying rate as low as one in twenty sufferers admitted for non-compulsory surgical operation 
and as excessive as one in 4 sufferers with metabolic process diseases. Artificial Neural Networks facilitate health care 
management selections, improve care and cut back value at same time by exploiting the applications of ANN within the care 
department. It helps to alter, minimize errors and predict additional correct diagnoses for the diseases or injuries that may cut 
back patients' risk of hospitalization supported given knowledge. Associate in Nursing empiric study was conducted with 4000+ 
adult patients from 100+ ICUs. The patients with ≥1 organ failure are forty sixth. Patients without infection receiving antibiotics 
stand for an hour. There have been 500+ deaths and 183 discharges from the unit. In 1627 patients admitted among twenty four 
h of the study day, the standardized mortality quantitative relation was zero.67. We have a tendency to develop our model 
exploitation of a synthetic Neural Network to predict the death rate of sick patients supported by their diseases, injuries, and 
medical records. This can additionally facilitate managing the unit beds in hospitals throughout the Associate in Nursing 
emergency. 
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I. INTRODUCTION 
Hospitals are changing their normal methods and replacing them with systemized data to maximize information and communication 
technology. In the tending sector sensible health will be expected to boost the quality of service at intervals. The emergency unit 
(ICU) is also a special department at intervals in the health care sector that generally helps folks recover from dangerous injuries and 
illnesses. Patients at intervals in the intensive care unit need consistent direction from medical employees and caretakers to create a 
stable health condition.  
Early prediction and reliable-prediction tools for some sensitive medical illness or condition will help to solve the medical case and 
would also be helpful caregiving the aids. Predicting the mortality rate is one of the foremost essential tasks in the essential care 
analysis. Aim of predicting mortality is not-entirely similar to distinguishing risky folks and to making the correct selections 
however additionally to saving intensive care unit beds for patients. These results generated by systems are not continually 
acceptable for each and every patient at intervals in the Intensive Care Unit (ICU) as a result they don't seem to be sufficiently 
correct. Numerous researches have advances to make correct predictions of mortality rate. The high spatiality will increase the 
process quality and reduce the model accuracy 
 

II. LITERATURE SURVEY 
Patients with extreme illness who require extensive care are admitted to ICU. Predicting illness early in the treatment is important so 
that the doctors can treat the patients with great risk and provide immediate treatment and necessary medication based on similar 
cases data. Patients who have mortality risk higher can be admitted to ICU earlier with the help of early prediction. Such early 
estimation remains challenging. This model uses ANN to predict the mortality of ICU patients. Our approach is more accurate but 
Intensive care may be a complex department that always handles cases with different mortality rates, many patients suffer from 
several diseases simultaneously.  
Therefore, patients admitted to the Intensive Care Unit should be monitored 24/7 to avoid Any major fluctuations in patients' health 
or condition. Intensive monitoring through the Intensive Care Unit equipment leads to large medical records that need efficient and 
accurate systems for assistance in data analysis. Using Intensive Care Unit data to predict future events, like patient mortality, is 
taken into account as one of the foremost critical topics in Intensive Care Unit research. 
 



International Journal for Research in Applied Science & Engineering Technology (IJRASET) 
                                                                                           ISSN: 2321-9653; IC Value: 45.98; SJ Impact Factor: 7.538 

                                                                                                                Volume 10 Issue VI June 2022- Available at www.ijraset.com 
     

 
2254 ©IJRASET: All Rights are Reserved | SJ Impact Factor 7.538 | ISRA Journal Impact Factor 7.894 | 

 

III.  PROPOSED METHODOLOGY 
Proposed methodology has 4 major steps – Data-Set Analysis, One Hot Coding, Scaling Data, Building and Fitting ANN 
 
A. Data-Set Analysis 
One of the key components in any data science project is EDA (Exploratory Data Analysis). This is a process of searching for 
anomalies(outliers) and patterns in the given data set and also preparing a hypothesis of all the learning. 
EDA generates a summary by constructing different graphical representations for the data in the data set which are mostly numerical. 
This helps us in better understanding the data. 
 
We will be doing this EDA to understand the parameters contributing to mortality rate and neglecting the rest. 

 
Fig. 3.1. Patients Data 
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B. One-Hot Coding 
We transform the data in one-hot coding to improve the prediction. A binary value of 1 or 0 is given to each categorical column with 
one-hot coding, which is converted from categorical value. Each integer value is represented by a binary vector v. The index is 
designated as 1 and all of the values are zero. 
We then plotted a correlation map to understand the features and there relation with other features. 

 
Fig 3.2. Correlational Heatmap 

 
C. Scaling Data 
We scaled the data into a specific range so that it reduces the data. We used MinmaxScaler to scale. Characteristics are scaled to a 
certain range which changes the form of original distribution. 
After scaling the data we split the data set into multiple train and test data sets. 

 
Fig.3.3. Data Sets 
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D. Building and Fitting ANN Model 
We build a ANN Model with  
1) Dense Layers 
2) Batch Normalization 
3) Dropout 
4) Adam Optimizer 

                   
Fig. 3.4. ANN MODEL 

 
IV. EXPERIMENTATION 

We have a dataset which consists of 80% training data and 20% testing data. This model was test against these data. The model is 
evaluated using  
1) Accuracy 
2) Loss 
3) Confusion Matrix 

 
Fig. 4.1 Model Accuracy 

 

 
Fig 4.2 Model Loss 



International Journal for Research in Applied Science & Engineering Technology (IJRASET) 
                                                                                           ISSN: 2321-9653; IC Value: 45.98; SJ Impact Factor: 7.538 

                                                                                                                Volume 10 Issue VI June 2022- Available at www.ijraset.com 
     

 
2257 ©IJRASET: All Rights are Reserved | SJ Impact Factor 7.538 | ISRA Journal Impact Factor 7.894 | 

 

V. CONCLUSION 
The above proposed model achieved an accuracy of 87%. This is the highest accuracy it can reach with the given set of data. This 
model can successfully be used for prediction of mortality in ICU. Still it’s a prediction, it can go wrong. 
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