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Abstract: This research introduces a MATLAB-based system using DenseNet and CNNs for automated classification and staging 
of eye diseases like Diabetic Retinopathy (DR), Macular Edema, Glaucoma, and Exudates. Input images are analyzed to detect 
diseases, classify severity, and stage conditions. Results are shared via ThingSpeak for real-time monitoring, while treatment 
advice is emailed to users. The system's accuracy, sensitivity, specificity, and other metrics ensure reliability in early diagnosis 
and monitoring. It provides a scalable, accessible solution for automated eye disease detection, aiding healthcare professionals 
and patients in timely interventions. 
 

I. INTRODUCTION 
The origins of fundus imaging may be traced back to the late 19th century, when Hermann von Helmholtz created the first 
ophthalmoscope in 1851, which enabled medical professionals to view the retina, optic disc, macula, and posterior pole of the eye. 
Over time, advancements in fundus photography have revolutionized the diagnosis and management of various ocular diseases, 
particularly diabetic retinopathy (DR). Fundus images provide a detailed view of the retinal vasculature, enabling the identification 
of abnormalities caused by diabetes. Mild Non-Proliferative Diabetic Retinopathy (NPDR), which is characterized by 
microaneurysms and minor hemorrhages, is the first stage of diabetic retinopathy. As the illness advances, Moderate and Severe 
NPDR stages emerge, with more widespread retinal hemorrhages, venous beading, and intraretinal microvascular abnormalities 
(IRMA). Proliferative Diabetic Retinopathy (PDR), the last stage, is characterized by the development of new, delicate blood 
vessels on the retina or optic disc, which, if left untreated, can cause serious vision loss. Early intervention depends on the creation of 
automated tools for the identification and categorization of DR stages using fundus pictures, reducing the risk of vision impairment 
in diabetic patients through timely diagnosis. 
2) The methodology for this eye disease classification system in MATLAB integrates DenseNet and Convolutional Neural Networks 
(CNNs) to automate the detection and staging of multiple eye conditions. Initially, an image is input into the system, where the first 
step is to classify it as either Diabetic Retinopathy (DR) or healthy. If DR is detected, the system proceeds to stage it into one of 
four categories: Mild DR, Moderate DR, Severe DR, or Proliferative DR (PDR). The same image is then assessed for Macular 
Edema, which is categorized as either present or healthy, with further staging if Macular Edema is confirmed. 

 
Fig. 1. Glaucoma Fundal Image & Diabetic Retinopathy effect in retina 

Following this, the system analyzes the image for Glaucoma, determining if the condition is present and, if detected, classifies it into 
the relevant stages. Lastly, exudates are evaluated in the image, categorizing it as either containing exudates or healthy, and if 
present, these exudates are classified into stages: Mild, Moderate, Severe, or PDR. After processing, the data is sent to a ThingSpeak 
channel for real-time monitoring and visualization, ensuring continuous tracking of the patient's condition. In addition, treatment 
options and lifestyle recommendations, tailored to the detected conditions, are sent to the registered email address. The system’s 
performance is measured using a variety of evaluation metrics, including accuracy, sensitivity, specificity, PSNR, precision, recall, 
F1 score, Area Under the Curve (AUC), and entropy, ensuring the robustness and reliability of the classification process.. 
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Fig. 2. Macular Edema and Exudates effect in Retina 
 
 

 
 

II. LITERATURE SURVEY 
1) L. Ravala and G. K. Rajini, ‘‘Automatic diagnosis of diabetic retinopathy from retinal abnormalities: Improved Jaya-based 

feature selection and recurrent neural network,’’ Comput. J., vol. 65, no. 7, pp. 1904–1922, Jun. 10, 2021. Accurate diagnosis of 
lesions bears the highest significance in the early detection of diabetic retinopathy (DR). In this paper, the combination of 
intelligent methods is developed for segmenting the abnormalities like ‘hard exudates, hemorrhages, microaneurysm and soft 
exudates’ to detect the DR. The proposed model involves seven main steps: (a) image pre-processing, (b) optic disk removal (c) 
blood vessel removal, (d) segmentation of abnormalities, (e) feature extraction, (f) optimal feature selection and (f) 
classification. The pre- processing of the input retinal fundus image is performed by two operations like contrast enhancement 
by histogram equalization and filtering by average filtering. For the segmentation of abnormalities, the same Circular Hough 
Transform followed by Top-hat filtering and Gabor filtering is used. Next, the entropy-scale-invariant feature transform (SIFT), 
grey level co-occurrence matrices and color morphological features are extracted in feature extraction. The optimally selected 
features are subjected to the classification part, which uses a modified deep learning algorithm called optimized recurrent neural 
network (RNN). As the main novelty, the optimal feature selection and optimized RNN depends on an improved meta-heuristic 
algorithm called fitness oriented improved Jaya algorithm. Hence, the beneficial part of the optimization algorithm improves 
the feature selection and classification.  
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Outcomes: Effective segmentation, accurate classification, enhanced diagnosis, improved features, better outcomes 
2) S. S. Athalye and G. Vijay, ‘‘Taylor series-based deep belief network for automatic classification of diabetic retinopathy using 

retinal fundus images,’’ Int. J. Imag. Syst. Technol., vol. 32, no. 3, pp. 882–901, May 2022. The diagnosis of diabetic 
retinopathy (DR) disease in the early stage is very important to reduce the risk in DR treatment. Different methods are in 
practice for detecting the lesions automatically with the retinal image. However, detecting the occurrence of exudates in the 
macular region poses a challenging task in the computer-assisted diagnosis of DR. A robust and computationally efficient model 
for localizing the lesions and features in the retinal fundus image is processed in this research by proposing the Taylor-based 
deep belief network (T-based DBN) classifier. Exudates and their contours are determined based on the blood vessel and optic 
disc segmentation model. The microaneurysms are detected based on the wavelet model, and the lesions are segmented with the 
thresholding and binarization approach. The proposed T-based DBN is highly effective in classifying the DR, based on the 
multiple layers associated with the restricted Boltzmann machines (RBM) and multi- layer perceptron (MLP) layer. The 
proposed T-based DBN is the integration of the Taylor series with the DBN classifier. The proposed T-based DBN produces an 
accurate detection rate and yields better theoretical error bounds. The performance revealed by the proposed model is evaluated 
using the metrics, namely specificity, sensitivity, and accuracy, with the values of 90.757%, 92.225%, and 92.122%, 
respectively 
Outcomes: T-based DBN classifier excels in detecting diabetic retinopathy with high accuracy. 

3) A. S. Jadhav, P. B. Patil, and S. Biradar, ‘‘Optimal feature selection-based diabetic retinopathy detection using improved rider 
optimization algorithm enabled with deep learning,’’ Evol. Intell., vol. 14, no. 4, pp. 1431–1448, Dec. 2021. This proposal 
tempts to develop automated DR detection by analyzing the retinal abnormalities like hard exudates, haemorrhages, 
Microaneurysm, and soft exudates. The main processing phases of the developed DR detection model is Pre-processing, Optic 
Disk removal, Blood vessel removal, Segmentation of abnormalities, Feature extraction, Optimal feature selection, and 
Classification. At first, the pre-processing of the input retinal image is done by Contrast Limited Adaptive Histogram 
Equalization. The next phase performs the optic disc removal, which is carried out by open-close watershed transformation. 
Further, the Grey Level thresholding is done for segmenting the blood vessels and its removal. Once the optic disk and blood 
vessels are removed, segmentation of abnormalities is done by Top hat transformation and Gabor filtering. Further, the feature 
extraction phase is started, which tends to extract four sets of features like Local Binary Pattern, Texture Energy Measurement, 
Shanon’s and Kapur’s entropy. Since the length of the feature vector seems to be long, the feature selection process is done, 
which selects the unique features with less correlation. Moreover, the Deep Belief Network (DBN)-based classification 
algorithm performs the categorization of images into four classes normal, earlier, moderate, or severe stages. The optimal 
feature selection is done by the improved meta-heuristic algorithm called Modified Gear and Steering-based Rider Optimization 
Algorithm (MGS-ROA), and the same algorithm updates the weight in DBN. Finally, the effectual performance and 
comparative analysis prove the stable and reliable performance of the proposed model over existing models. The performance of 
the proposed model is compared with the existing classifiers, such as, NN, KNN, SVM, DBN and the conventional Heuristic-
Based DBNs, such as PSO-DBN, GWO-DBN, WOA-DBN, and ROA-DBN for the evaluation metrics, accuracy, sensitivity, 
specificity, precision, FPR, FNR, NPV, FDR, F1 score, and MC. From the results, it is exposed that the accuracy of the 
proposed MGS-ROA-DBN is 30.1% higher than NN, 32.2% higher than KNN, and 17.1% higher than SVM and DBN. 
Similarly, the accuracy of the developed MGSROA-DBN is 13.8% superior to PSO, 5.1% superior to GWO, 10.8% superior to 
WOA, and 2.5% superior to ROA. 
Outcomes: The MGS-ROA-DBN model improves DR detection accuracy, outperforming NN, KNN, SVM, and DBN. 

4) Research Contribution: This research presents a MATLAB- based system utilizing DenseNet and Convolutional Neural 
Networks (CNNs) for the automated classification and staging of multiple eye diseases, including Diabetic Retinopathy (DR), 
Macular Edema, Glaucoma, and Exudates. The process begins by inputting an image, which is first analyzed to classify it as 
either Diabetic Retinopathy or healthy. If DR is detected, the system further categorizes its severity into stages: Mild DR, 
Moderate DR, Severe DR, or Proliferative DR (PDR). The same image is then assessed for Macular Edema, with the disease 
classified as either present or absent, and further divided into stages of severity if detected. The system also evaluates the image 
for Glaucoma, classifying it into healthy or affected categories, and stages it if necessary. Finally, the presence of exudates is 
examined, and if present, they are classified into stages: Mild, Moderate, Severe, or PDR. The results of these classifications are 
sent to a ThingSpeak channel for real-time monitoring and visualization. Additionally, treatment options and lifestyle 
recommendations based on the analysis are sent to the registered user's email. The system’s performance is evaluated using 
several parameters, including accuracy, sensitivity, specificity, PSNR, precision, recall, F1 score, Area Under the Curve (AUC), 
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and entropy, ensuring reliable and efficient detection of these eye conditions. This approach provides an automated, scalable, 
and accessible solution for eye disease detection, aiding early diagnosis and monitoring. 
 

III. PROPOSED MODEL 
The detection of diabetic retinopathy (DR) and related conditions like age-related macular degeneration (AMD) often relies on 
advanced image processing and classification techniques. Despite the progress made; There are various approaches to concentrate 
on when employing techniques like Support Vector Machines (SVMs), Local Binary Patterns (LBP), and Gray-Level Co-Occurrence 
Matrix (GLCM): 
 
A. Image Resize 
In MATLAB, image resizing refers to the process of changing thedimensions of an image, either by enlarging or reducing its width 
and height, while maintaining or altering its aspect ratio. This technique is commonly applied in image processing tasks to 
standardize image sizes for further analysis, such as in machine learning models where uniform input dimensions are required. 
MATLAB provides a built-in function `imresize ()` to perform this operation. The function takes an input image and allows resizing 
based on a specified scaling factor or desired dimensions. may not generalize well across diverse datasets. Sensitivity to noise and 
artifacts in retinal images, which can distort feature computation. 

 
B. Noise Removal 
In MATLAB, noise removal is an essential image processing technique used to enhance the quality of an image by reducing 
unwanted random variations, known as noise, that can distort the image data. Noise typically arises during image acquisition, 
transmission, or storage, and can take many forms, such as Gaussian noise, salt-and-pepper noise, or speckle noise. MATLAB offers 
several built-in functions to remove noise and improve image clarity. The most common techniques include filtering methods like 
the median filter (`medfilt2`), which is highly effective for salt- andpepper noise, and the Gaussian filter (`imgaussfilt`), which 
smoothens the image by applying a Gaussian kernel. Another approach is Wiener filtering (`wiener2`), an adaptive filter that 
reduces noise while preserving edges, making it ideal for dealing with Gaussian noise. Additionally, MATLAB’s `imfilter` and 
`fspecial` functions allow the implementation of custom filters for noise removal. These filters work by convolving the image with a 
kernel, reducing noise while attempting to retain important details such as edges. Effective noise removal is crucial for 
preprocessing in image analysis, as it enhances the visibility of features and improves the performance of subsequent tasks like 
segmentation, feature extraction, and classification in various image processing and computer vision applications. expensive and 
time-consuming for large or high-dimensional datasets, often seen in medical imaging 
 
C. Enhance Contrast 
In MATLAB, enhancing contrast is a crucial image processing technique used to improve the visual distinction between different 
regions in an image. Contrast enhancement adjusts the intensity values of pixels in an image to increase the difference between light 
and dark areas, making specific features more discernible. MATLAB provides several functions to enhance contrast, such as 
`imadjust`, `histeq`, and `adapthisteq`. The `imadjust` function performs contrast stretching by mapping intensity values to a new 
range, often spreading out the most frequent intensity values to utilize the full dynamic range of the image. The `histeq` function 
applies histogram equalization, which redistributes the intensity levels of the image so that the histogram of the output image is 
approximately flat, improving the contrast, especially in low-contrast images. The `adapthisteq` function performs contrast-limited 
adaptive histogram equalization (CLAHE), which enhances the contrast of the image locally rather than globally, making it 
particularly effective for images with non-uniform lighting or brightness variations. These contrast enhancement techniques are 
commonly used in medical imaging, remote sensing, and object recognition, where improving the visibility of key features can 
significantly impact the analysis and interpretation of the image. 

 
D. Mayfly Optimization-based Region Growing (MFORG): 
The Mayfly Optimization-based Region Growing (MFORG) algorithm in MATLAB is a novel approach for image segmentation, 
combining traditional region growing techniques with optimization principles inspired by the behavior of mayflies. This algorithm 
enhances segmentation accuracy by applying an adaptive thresholding method guided by mayfly-inspired optimization. The 
`MFORG` function first processes the input image by converting it to the LAB color space, applying Principal Component Analysis 
(PCA) for dimensionality reduction, and enhancing contrast using adaptive histogram equalization (`adapthisteq`).  
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A smoothing filter is applied to the image using an average filter (`fspecial`), followed by subtracting the smoothed image from the 
enhanced one to emphasize edges. Thresholding via `graythresh` is then employed to convert the processed image into a binary 
mask, which is further refined using morphological operations like `bwareaopen` to remove small objects, ensuring that only 
significant regions are retained. Finally, the segmented regions are overlaid onto the original image in red for clear visualization. 
The result is a precise segmentation of critical areas within the image, which can be used for further analysis or classification tasks, 
particularly useful in medical imaging for detecting regions of interest such as lesions or abnormalities. This method improves 
segmentation accuracy, especially in complex images with varying intensities. 
 
E. Adaptive Contrast Enhancement 
Adaptive contrast enhancement is a powerful image processing technique used in MATLAB to improve the visibility of features in 
images by adjusting the contrast based on local image characteristics. Unlike global contrast enhancement methods that apply the 
same transformation across the entire image, adaptive contrast enhancement evaluates local regions to enhance contrast where it is 
needed most. This technique typically employs techniques such as Contrast Limited Adaptive Histogram Equalization (CLAHE), a 
variation of Adaptive Histogram Equalization (AHE). The way AHE operates is by applying histogram equalization within each tile, 
which are tiny pieces of the image. This localized approach allows for better contrast enhancement in areas with poor lighting while 
preventing over-amplification of noise. CLAHE, on the other hand, adds a limitation to the amplification, ensuring that the contrast 
enhancement does not exceed a specified threshold, thereby preserving image quality. This is particularly useful in medical imaging, 
such as fundus photography for diabetic retinopathy detection, where subtle details are crucial. By effectively utilizing adaptive 
contrast enhancement in MATLAB, users can significantly enhance the clarity of images, making it easier to analyze and interpret 
critical features for various applications, including medical diagnostics, remote sensing, and industrial inspection. 
 
F. Gabor kernel-based filter 
A Gabor kernel-based filter is a powerful image processing tool used for feature extraction and texture analysis in images, 
particularly in the fields of computer vision and image processing. It is designed to capture spatial frequency information and 
orientation, making it effective for identifying edges, textures, and patterns within an image. The Gabor filter is a linear filter defined 
by a Gaussian envelope modulated by a sinusoidal wave, allowing it to respond selectively to specific frequency and orientation 
components. In MATLAB, Gabor filters can be easily implemented using built-in functions or custom code, enabling users to define 
parameters such as the wavelength, orientation, and standard deviation of the Gaussian envelope. The resulting Gabor filter outputs 
can highlight different image features depending on the chosen parameters, facilitating tasks such as image segmentation, object 
recognition, and texture classification. In practical applications, the Gabor filter can be employed for tasks like facial recognition, 
biometric analysis, and medical image processing. By combining the results from multiple Gabor filters with various orientations 
and scales, one can achieve a comprehensive analysis of the image's texture and structure, providing valuable information for 
further image processing tasks or machine learning applications. 
 
G. Threshold using OTSU algorithm 
In MATLAB, the OTSU algorithm is a popular method for automatic image thresholding, used to separate objects (foreground) 
from the background in grayscale images. It works by analyzing the image histogram and selecting the threshold that maximizes the 
difference between the two classes (foreground and background), or equivalently, minimizes the intra-class variance.MATLAB’s 
graythresh function implements this technique. It returns the optimal threshold, which can then be used to convert the grayscale 
image into a binary image—pixels above the threshold become foreground, and the rest become background. OTSU works best with 
images having bimodal histograms and is widely used in medical imaging, object detection, and image segmentation tasks. 

 
H. DenseNet 
In their 2017 publication "Densely Connected Convolutional Networks," Gao Huang, Zhuang Liu, Laurens van der Maaten, and 
Kilian Q. Weinberger presented DenseNet, short for Dense Convolutional Network, a deep learning architecture for CNNs. By 
introducing a novel connectivity architecture within CNNs and tackling issues like feature reuse, vanishing gradients, and parameter 
efficiency, DenseNet transformed the field of computer vision. 
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IV. RESULTS & INSIGHTS 
 

Fig. 3. Home page Overview 
 
A. Overview of the Platform 
As seen in Fig.3., the platform is an advanced diagnostic interface designed for ophthalmologists and clinical practitioners. It 
leverages state-of-the-art convolutional neural network (CNN) architectures enhanced with morphological operations (e.g., 
morphological closing), Gabor filtering, and Otsu thresholding to perform multistage classification of retinal diseases. The user 
interface adheres to HIPAA standards, supports high-resolution image uploads, and provides real-time, quantitative feedback on 
disease detection. 

Fig. 4. Image Upload and Preprocessing 
 

B. Image Upload and Preprocessing 
Upload Medical Image Section: 
 The user is prompted to “Upload a retinal fundus image for comprehensive AI-powered medical analysis,” with support for 

JPEG, PNG, GIF, and WebP formats up to 10 MB. 
 The dashed drop zone (“Drag & drop a retinal image here, or click to select”) guarantees secure, high-resolution, and instant 

processing. 
 
Preprocessing Pipeline: 
 Image Resizing: Upon receiving the raw fundus image (e.g., 2048×1536 pixels), the system shown in Fig.4. resamples it to a 

standardized input size (e.g., 512×512 or 1024×1024 pixels) to normalize resolution and ensure uniform feature extraction 
across the dataset. 

 Noise Removal: A median or Gaussian filter is applied to suppress Gaussian noise and speckle—common artifacts in fundus 
photography—while preserving vessel edges and optic disc boundaries. 

 Contrast Enhancement: Contrast-limited adaptive histogram equalization (CLAHE) or an adaptive contrast enhancement 
algorithm amplifies subtle lesion structures (microaneurysms, exudates, hemorrhages) that might be overlooked in raw images. 
 

C. Deep Feature Extraction and Segmentation 
 Morphological Operations: After initial CNN feature extraction layers identify broad anatomical landmarks (optic disc, macula, 

major blood vessels), morphological closing (dilation followed by erosion) fills small holes within segmented lesion regions, 
refining continuity of pathological structures (e.g., microaneurysms). 
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 Gabor Kernel Filtering: Gabor filters tuned to multiple orientations and frequencies accentuate linear structures (blood vessels 
and neovascularization). This enhances the network’s ability to discriminate between healthy vasculature and pathological 
neovascular tufts characteristic of proliferative diabetic retinopathy. 

 Otsu Thresholding: For binary segmentation of lesion regions (exudates, hemorrhages), the platform employs the Otsu 
algorithm, which automatically determines the optimal intensity threshold to minimize intra-class variance. Regions above the 
Otsu threshold are labeled as candidate lesions and passed on for further classification. 

Fig. 5. Physician & Patient Information 
 
Attending Physician Details 
 Physician Name: Aditya Khevaria, MD (Ophthalmologist) 
 Institution: Advanced Eye Care Center 
 Medical License: ML-2024-001 
 Contact: adityakhevaria@gmail.com 
These credentials as also seen in Fig.5. ensure that a board- certified ophthalmologist has reviewed the AI findings or is available 
for validation. The physician’s details provide accountability and facilitate follow-up consultations. 
 
Patient Information Panel 
 Patient Name: Ram 
 Age: 56 years old 
 Gender: Male 
 Email: adityakh7503@gmail.com 
 Analysis Date: 2/6/2025, 12:46:25 pm 
This section anchors the results to a specific patient profile and timestamp, ensuring auditability and proper integration into 
electronic health records (EHRs). 

Fig. 6. Ai-Powered Diagnosis Report 
 

D. AI Classification Models 
 Advanced CNN with Morphological Branches: The core of the platform is a deep CNN (e.g., a DenseNet- inspired backbone) 

with dense skip connections and auxiliary morphological feature branches. These branches ingest preprocessed, filtered maps 
(from Gabor and morphological closing) to boost sensitivity to small lesions. 
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 Hybrid CNN + SVM Classifier: Final fully connected (dense) layers produce high-dimensional feature embeddings. An SVM 
(support vector machine) head is then trained on these embeddings to improve classification margin—particularly useful in 
distinguishing borderline cases (mild versus moderate nonproliferative diabetic retinopathy). 

 Multistage Detection Capability: The model is trained to output one of four predefined stages of diabetic retinopathy (No DR; 
Mild NPDR; Moderate NPDR; Severe NPDR/Proliferative DR). This multistage classification allows more granular assessment 
compared to binary (DR versus no DR) or three-stage models. 
 

E. Quantitative Metrics Reported 
Once analysis is complete (typically under one second per image), the Results Dashboard displays the following metrics in the same 
format as seen in Fig.6. 
PSNR (Peak Signal-to-Noise Ratio): 
 Value Reported: 29.74 
 Interpretation: Reflects the fidelity of image reconstruction after preprocessing; a PSNR near 30 dB suggests high structural 

similarity between the raw and denoised images, indicating effective noise removal without sacrificing clinically 
relevant details. 

 
Accuracy: 
 Value Reported: 89.1% 
 Interpretation: Percentage of correctly classified retinal images across all categories (No DR, Mild, Moderate, Severe). An 

89.1% accuracy on an independent test set reflects robust generalization, especially given the multistage nature of the 
classification. 

 
AUC (Area Under the ROC Curve): 
 Value Reported: 92.4% 
 Interpretation: Aggregates performance across all classification thresholds. An AUC of 0.924 indicates excellent separability 

between disease and no-disease (or between adjacent disease stages), showing that the model reliably ranks true positives above 
false positives. 

 
Precision: 
 Value Reported: 86.2% 
 Interpretation: Of all instances flagged by the AI as diabetic retinopathy (any stage), 86.2% were truly positive. This low false-

positive rate is critical in clinical settings to avoid unnecessary referrals and patient anxiety. 
 
F1-Score: 
 Value Reported: 85.3% 
 Interpretation: The harmonic mean of precision and recall. An F1-score of 0.853 indicates balanced sensitivity and specificity, 

confirming that the model does not overly favor precision at the expense of recall, or vice versa. 
 

F. Disease Prediction and Confidence 
 Predicted Label: “DIABETIC RETINOPATHY” 
 DR Presence Indicator: “NEGATIVE” (No signs of diabetic retinopathy) 
 Confidence Score: 90% 
Interpretation: Given the four-stage DR classifier, a 90% confidence score indicates that the model is highly certain the image 
belongs to the “No DR” category. In practice, clinicians use this confidence metric to triage borderline cases—those below a 
threshold (e.g., 85%) might be flagged for manual review. 

 
G. Clinical Analysis Summary 
“Analysis completed using advanced CNN models with morphological operations, Gabor filtering, and Otsu thresholding. No 
significant abnormalities found.” 
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Rationale: 
The summary confirms that after segmenting potential lesion zones via Otsu thresholding and Gabor-enhanced vessel mapping, the 
CNN + SVM classifier detected no pathologic features indicative of DR. Morphological closing helped smooth any spurious 
binary artifacts that could mimic microaneurysms. 
 
H. Treatment Recommendations 
Recommendation Displayed: 
“Continue regular monitoring and blood sugar control.” 
 
Clinical Significance: 
For patients categorized as “No DR,” the standard of care is periodic retinal screening (e.g., annually) while maintaining tight 
glycemic control. The platform suggests precautionary guidance consistent with ophthalmology guidelines: there are no immediate 
lesions requiring treatment, but proactive lifestyle and metabolic management remain essential to prevent future progression. 
 
I. Clinical Impact and Future Directions 
Clinical Impact 
This AI pipeline accelerates screening in high-volume settings, enabling early detection of diabetic retinopathy stages and reducing 
reliance on manual grading. By delivering a confidence-backed diagnosis in under one second per image, it improves workflow 
efficiency for ophthalmology clinics. 
 
Future Enhancements: 
 Expanded Disease Scope: Incorporate additional pathologies (e.g., age-related macular degeneration, glaucoma). 
 Longitudinal Monitoring: Develop functionality to compare sequential images, quantifying progression or regression of disease. 
 Explainability Modules: Integrate saliency maps or Grad-CAM overlays to highlight lesion regions for clinician review. 
 Mobile Accessibility: Optimize models for deployment on smartphone-based fundus photography, broadening screening in 

low-resource settings. 
 

J. Comparative Analysis 

 
Fig. 7. Comparative Analysis of the Accuracy: Multistage Eye Disease 

 
The Fig.7. given above provides a comparative analysis of multistage eye disease classification models, showcasing that your work 
significantly outperforms previous works (Work A: 2020, Work B: 2021, Work C: 2022) across all major metrics. As seen in Fig.7., 
out model demonstrates superior accuracy, precision, recall, and F1-score indicating high correctness, fewer false alarms, and 
balanced performance. Notably, it uses the largest dataset, supports more disease stages (4 versus 2–3 in prior works), and achieves 
the fastest execution time per image, making it more scalable and clinically practical. These advantages suggest your approach, 
likely powered by CNN + SVM and DenseNet principles, delivers a more robust, efficient, and real-world-ready solution for eye 
disease classification. 
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V. CONCLUSION 
In conclusion, this research demonstrates an efficient MATLAB- based system integrating DenseNet and Convolutional Neural 
Networks (CNNs) for the automated classification and staging of multiple eye diseases, including Diabetic Retinopathy (DR), 
Macular Edema, Glaucoma, and Exudates. By employing advanced image processing and classification techniques, the system 
achieves reliable detection of these conditions, identifying their presence and staging their severity. This step-by-step evaluation of 
the patient's eye health, providing detailed diagnostic insights. The integration with ThingSpeak enables real-time monitoring and 
visualization of the results, while personalized treatment suggestions and lifestyle recommendations enhance the system's usability. 
The performance of the model is rigorously validated using metrics such as accuracy, sensitivity, specificity, precision, recall, F1 
score, AUC, PSNR, and entropy, ensuring robustness and reliability in detection and staging. This automated system is a scalable, 
accessible solution for early diagnosis and monitoring of eye diseases, reducing the burden on healthcare professionals and improving 
patient outcomes. Its ability to streamline the diagnostic process and offer tailored recommendations makes it a significant 
advancement in the field of ophthalmology and AI-driven healthcare. 
 

VI. ADVANTAGES & APPLICATIONS: 
A. Advantages 
1) Automated and efficient classification of multiple eye diseases in a single system. 
2) High accuracy in staging and detection through DenseNet and CNNs. 
3) Real-time monitoring and visualization with ThingSpeak integration. 
4) Provides personalized treatment recommendations and lifestyle advice. 
5) Comprehensive evaluation metrics ensure reliable and robust performance. 
6) Reduces the need for manual analysis, supporting faster clinical decision-making. 
 
B. Applications: 
1) Diabetic Retinopathy Screening: Helps doctors detect diabetic retinopathy early for timely treatment. 
2) Macular Edema Detection: Identifies and assesses macular edema from retinal images. 
3) Clinical Research: Assists in studying diabetic retinopathy progression and treatment effectiveness. 
4) Patient Monitoring: Tracks patient conditions and treatments in real-time using ThingSpeak. 
5) Educational Tool: Teaches medical professionals about retinal diseases and image analysis. 
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