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Abstract: In this project we suggest songs to a user based on his personal favorite music by analyzing their composition. We take 

advantage of the Convolutions Neural Network (CNN) to learn meaningful audio explanations and suggest similar songs to the 

user. To suggest a song for an individual user by his preferences. We have studied some deep learning model which will improve 

the recommendation accuracy over traditional methods like Collaborative Filtering(CF), Convolutional Neural Network(CNN), 

Recurrent Neural Network (RNN). In which CNN showed promising results and we have decided to use CNN for our 

personalized music recommender. 
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I. INTRODUCTION 

There are millions of songs available but choosing the songs that you like is hard. It depends on your music taste, what you like 

might not like other people. Having a list of songs specifically suggested for you is really a requirement, with modern technology 

and the internet era it is possible to create a personalized music recommendation system which will suggest songs that are most 

likely to be loved by you. Learning from users' favourite songs can lead to many effective music suggestions. To compare and 

analyse the suggested songs with traditional methods. To suggest a song for an individual user by his preferences. We have studied 

some deep learning model which will improve the recommendation accuracy over traditional methods like collaborative filtering  

 

II. RESEARCH METHODOLOGY 

Our general approach is divided into 2 parts. First We extract the music features 2nd Music genre identification 

 

A. Extracting Music Features 

We have parts of the song, cut down to 30 seconds chunk and we create Mel-Frequency Spectrograms. 

Basically get Mel-Frequency Spectrogram by mapping the audio signal from the time domain to the frequency domain using the fast 

Fourier transform, and then performing this on overlapping windowed segments of the audio signal.  

Then converted the y-axis (frequency) to a log scale and the color dimension (amplitude) to decibels to form the spectrogram. and 

mapped the y-axis (frequency) onto the mel scale to form the mel spectrogram. 

Below is the  example of a Mel Spectrogram 

 
 

To get rid of all this hassle we used a poweful python based library called librosa which have built in module to convert Audio 

signals into Mel-scale Spectogram. this spectogram data is stored locally in JSON file for training the model. 
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B. Personalized CNN Model  

We create a personalized model for a user to recommend similar songs based on users selected favorite songs. 

We have used a 3 layer convolutional neural network 

We have taken 10 second-clips of audio for Input data. And obtained log compressed Mel-spectrograms containing 128 frequency 

band then converted it into a 130 × 13 × 1 matrix-representation for each 10 second clip. We saved this MFCC data into a json file. 

And feed it to our 1st layer with 32 filters/ kernel with grid size of 3×3 and ReLU as activation Function To downsample the input 

we have used Max pooling with pool size of 3×3 with strides 2×2 and zero padding. And used normalized current layers activation 

with BatchNormalization 

2nd layer also has same parameters as 1st. 

3rd layer has 32 filters/ kernel and grid size of 2×2 and ReLU as activation Function To downsample the input we have used Max 

pooling with pool size of 3×3 with strides 2×2 and zero padding. And used normalized current layers activation with 

BatchNormalization. 

So we flattened the output of 2d array into 1d array and feed it to our dense layer of 64 neurons with ReLU activation funclion. 

To avoid overfitting we use a dropout of 30 % 

Finally we have dense layer of 10 neurons for our 10 genres of music and we used softmax activation to limit the output between 0 

to 1 to give us direct probability of each neuron 

 

III.  RESULTS AND DISCUSSION 

 

 
  

With training over 100 songs (10 songs for each 10 genre) we got the accuracy of up to 80 % and error of 0.53 % we can get more 

accuracy if we provide more sample data to train 

Mel-Frequency spectrogram is used in 100+ papers about music information retrieval system and showed promising results. 

CNN showed promising results in learning music feature representation. 

Using genre as music classifier helps to identify which type of song it is, Hence it is easier to recommend same type of song to a 

user. 

Our CNN Model showed promising result of 80% accuracy with 0.53% loss 

We can further improve our recommendation by comparing individual songs in same genre and giving is similarity score. Highest 

score result will be shown in top to give user a greater recommendation. 
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