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Abstract: The impact of social media on contemporary culture has been unprecedented, making it the most significant medium 
of our times. While it has had a positive effect on people's worldview, social media has also been linked to a rise in undesirable 
phenomena such as cyberbullying, cyberstalking, and cybercrime. Cyberbullying, in particular, can have a negative impact on 
individuals' mental health and has even been identified as the root cause of mental health issues in some cases. The proliferation 
of sexually explicit comments and the spread of rumors by multiple individuals are some of the negative influences that have 
been observed in the social media ecosystem. In recent years, academics have been increasingly concerned about the indicators 
of online harassment. Our goal is to develop a system that can detect instances of online abuse using Natural Language 
Processing (NLP) and Naïve Bayes, among other techniques. 
The cultural norms have shifted dramatically due to the rapid transmission of the COVID-19 virus, resulting in a rise in 
cyberbullying, especially among adolescents. The younger generation is more likely to engage in this practice, which has become 
more widespread with the stratospheric rise in popularity of various online engagement-promoting platforms. The COVID-19 
pandemic has changed the way people interact online and has contributed to an increase in cyberbullying. As more people began 
working from home, bullying became a more significant concern. 
Our proposed system includes modules for data cleansing, text mining, word embedding, and regression analysis, among others. 
We utilize the Lemmatization technique for text mining, which enhances the model's precision. We also utilize the Vader 
emotion for feature extraction, which generates word vectors that are scattered numerical representations of word attributes. 
Additionally, Naive Bayes is used for data categorization to prevent overfitting in the proposed model. This would help in 
creating vectors that connect words with similar meanings. 
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I.      BACKGROUND OF THE WORK 
Social media has become an incredibly popular online platform in recent years, offering both benefits and drawbacks for society at 
large. While the expansion of social media has increased access to information and employment opportunities, it has also increased 
the likelihood of abusive behavior, cyberbullying, and criminal activity. Unfortunately, the negative impacts of cyberbullying on 
mental health and psychological well-being cannot be overstated. As such, researchers have begun to develop methods for 
identifying instances of cyberbullying using natural language processing (NLP) and machine learning techniques. 
Social media platforms allow users to share personal images, videos, and conversations with individuals from all over the world. A 
majority of social media users access these platforms via mobile devices, with popular platforms including Facebook, Twitter, 
Instagram, and TikTok. Social media has had an impact on a range of industries, from education and business to philanthropy, and 
has contributed to the expansion of the global economy. 
Researchers have developed a number of deep learning systems for identifying instances of cyberbullying. For example, a deep 
neural network model can analyze data from the physical environment to identify instances of cyberbullying in real-time. The use of 
transfer learning and convolutional neural networks can also aid in the detection of cyberbullying, particularly through the use of 
word embedding techniques. 
One of the challenges of identifying cyberbullying is the difficulty in addressing cross-modal linkages and structural correlations 
between social media sessions. Researchers have proposed innovative solutions to overcome these challenges, such as XBully, a 
method for identifying cyberbullying that reframes multi-modal social media data as a heterogeneous network. 



International Journal for Research in Applied Science & Engineering Technology (IJRASET) 
                                                                                           ISSN: 2321-9653; IC Value: 45.98; SJ Impact Factor: 7.538 

                                                                                                                Volume 11 Issue IV Apr 2023- Available at www.ijraset.com 
   

 2129 ©IJRASET: All Rights are Reserved | SJ Impact Factor 7.538 | ISRA Journal Impact Factor 7.894 | 

Other researchers have explored the use of neural networks, including long-short term memory (LSTM) layers, for identifying 
cyberbullying phrases in text. Huang (2018) developed a unique neural network model that combined the convolutional architecture 
with the LSTM layout to detect cyberbullying phrases. The use of stacked core layers in network architecture also improved the 
performance of neural networks, while the addition of support vector machine-like performance using L2 weight regularization and 
a Hinge loss function improved the model's activation function. 
The detection of cyberbullying is of significant public health concern, and an effective detection model is of crucial scientific 
interest. Researchers have developed supervised machine learning approaches for monitoring Twitter for cyberbullying, which have 
yielded promising results. For instance, Ghosh (2017) reported a F measure of 0.936% and a region under the receiver-operating 
characteristic curve of 0.943% using their innovative detection approach. 
So, the identification of cyberbullying on social media platforms remains a challenging and complex problem. However, the 
development of machine learning and deep learning techniques has shown promise in detecting cyberbullying and addressing its 
negative impacts. Continued research and innovation in this area will be essential for safeguarding individuals' mental health and 
well-being on social media. 
 

II.      PROBLEM AREAS 
In the course of reviewing various approaches and algorithms used in the development of models, several challenges were 
identified, which are addressed in this section through recommended solutions. One of the common techniques used in text mining 
is stemming, which involves removing the initial characters of a phrase. However, it has been found that this approach often leads to 
inaccurate outputs, thereby diminishing the predictability of the model. To address this issue, lemmatization has been recommended, 
as it improves word meaning by analyzing based on parts of speech, resulting in more accurate dictionary words. 
Another technique commonly used in word embedding is the neural network-based word2vec method, which automatically 
identifies the associations between words in a dataset. However, it has been observed that word2vec faces significant challenges in 
managing out-of-vocabulary words, making it unsuitable for word embeddings. Additionally, training parameters for a new 
language depend on local information presented in a dataset, and a large number of texts are required for proper model training. To 
overcome these challenges, the suggested model for word embedding incorporates the TF-IDF approach, a statistical metric that 
assigns high weights to less frequent words and low weights to more frequent words, providing a numerical representation of each 
word's significance in the document. 
Logistic regression is another commonly used technique in predictive modeling, which focuses on modeling the probability of a 
single outcome. However, logistic regression has several limitations, such as the requirement of a linear relationship between 
variables for accurate predictions. To improve the overall accuracy of the model and overcome the limitations of logistic regression, 
the proposed model employs the Naïve Bayes classifier algorithm technique, which minimizes data overfitting and is applicable to 
both discrete and continuous data. Additionally, the Naïve Bayes technique handles missing values in the dataset automatically. 
So, the proposed solutions provide effective ways to overcome the challenges associated with common techniques used in the 
development of models. By implementing these solutions, researchers and practitioners can enhance the accuracy and predictability 
of their models, leading to better decision-making and outcomes. 
 

III.      METHODOLOGY 
The proposed system consists of several modules, including data purification, text mining, word embedding, and regression 
analysis. The recommended approach for text mining includes the incorporation of lemmatization, which increases the precision of 
the model. The Vader sentiment analysis tool is useful for feature extraction. The suggested method employs Naive Bayes for data 
classification, which helps in reducing overfitting. It also uses sentiment analysis to generate word vectors, which are distributed 
numerical representations of word characteristics. These word attributes can be phrases that represent the context of the various 
words in our lexicon, aiding in the construction of vectors that connect words with similar meanings. 
 
A. Collection of data 
Cyberbullying is a complex phenomenon that can occur in various forms, such as sharing someone's hashtag without their consent, 
posting offensive video content, or using derogatory language. However, the majority of cyberbullying incidents are conducted 
through text messages. Fortunately, the Twitter Application Programming Interface (API) enables real-time access to social media 
text data. To extract valuable information from tweets, Tweepy, a Python application, can analyse them for relevant hashtags. 
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Fig. 1. Twitter API Syntax 

 
Code snippets show that users will need to specify both the exact hashtag they wish to search for and the period of time that has 
elapsed since the last time the hashtag was used. The Twitter API will then collect all of the tweets in real time that use that hashtag. 
 
B. Data Preparation 
The utilization of Twitter's Application Programming Interface (API) is a powerful tool for extracting data that is both time- and 
hashtag-specific. To retrieve tweets published after a certain date, the Tweepy library can be employed to perform a search for the 
specific hashtag, utilizing the "date since" attribute. Through the Twitter API, it is possible to access a range of data associated with 
a user's profile, including their name, bio, location, list of followers and those they follow, as well as the number of tweets they have 
made. Additionally, the content of the tweets and the hashtags used since a specified date can be accessed via the Twitter API, 
further expanding the scope of available data for analysis. 

 
Fig. 2. Scrapping of the data based on Hashtag 

 

 
Fig. 3. Scrapped data from the twitter 

 
Once the data has been extracted from Twitter, it is read into the data frame through the Pandas library's read csv () method. 
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C. Pre-Processing of Data 
After the collection of data, a preprocessing step is initiated to eliminate irrelevant tweets that contain too many characters. To 
ensure that sentiment analysis can be performed accurately, the preprocessing stage involves eliminating or replacing offensive 
material, such as word contractions, emotion emojis, and inappropriate language. This step helps to ensure that the model is trained 
on meaningful data, improving its overall accuracy. 

 
Fig. 4. Syntax for the contraction: 

 
1) Conversion of emoji: It is possible to take the sentiment analysis a step further by utilizing Python's regular expression module 

to determine the underlying sentiment conveyed by emojis. Emojis such as a grin, a laugh, and grief are all examples of 
emotions that fall on the positive end of the spectrum. On the other hand, negative emotions like rage and melancholy occupy 
the lower end of the emotional scale. By detecting these emotions through regular expressions, it is possible to gain a more 
nuanced understanding of the sentiment expressed in the tweets. This approach can be used to further refine the data cleansing 
process and improve the accuracy of the sentiment analysis. 

 
Fig. 5. Pseudocode 

 
2) Cleaning and Processing of the tweets: Pre-processing and post-processing are utilised because the obtained Twitter data needs 

to be cleaned up, the words need to be eliminated or replaced, and the emotions need to be extracted. 

 
Fig. 6. Processing and cleaning of the tweets 

 
In order to capture the user's viewpoint on a particular topic, the processed tweets will be categorized into abusive phrases and 
positive terms in preparation for the following phase, which will involve the creation of a graphical representation of that sentiment. 
The re.i.e., regular expression library is utilized here to identify the underlying sentiment of each tweet. Positive sentiments, such as 
joy and laughter, are recognized using regular expressions, while negative sentiments, such as anger and sadness, are identified 
using different regular expressions. Once the sentiments have been identified, the tweets are grouped accordingly. In addition, any 
punctuation marks such as ([]) are removed so that only the words conveying meaning and emotion remain. 
 
D. Lemmatization 
In order to effectively model the data, it is crucial to take into account the contextual nuances of the tweets as well as the underlying 
etymologies of the words. To achieve this, a rule-based technique known as lemmatization is employed.  
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This process involves identifying the canonical, dictionary, or citation form of a given word, which is referred to as its lemma. By 
reducing all variations of a word to its lemma, the data can be standardized and made more amenable to analysis. For example, the 
lemma of the words "runs," "running," and "ran" is "run," since they all refer to the same underlying noun. By applying 
lemmatization to the data, we can more accurately capture the semantic content of the tweets and generate insights that are more 
robust and reliable. 

 
Fig. 7. Pseudocode 

 
1) Stopwords Removal: In the context of natural language processing, a crucial step in text analysis involves the removal of 

stopwords, which are frequently used, yet semantically uninformative words. In order to streamline the data cleansing process, 
the widely-used Natural Language Toolkit (NLTK) offers a pre-defined list of stopwords that can be imported using the corpus 
module. Following lemmatization, words that do not carry any emotional or contextual significance are identified and removed 
from the dataset based on their presence in the imported list of stopwords. This results in a more refined dataset that is better 
suited for subsequent stages of analysis. 

 
Fig. 8. Pseudocode 

 
E. Vader Sentiment Analysis 
The proposed approach incorporates the Valence Aware Dictionary for Sentiment Reasoning (VADER) model to analyze text and 
estimate the polarity (positive or negative) as well as the intensity of emotions. The VADER sentiment analyzer is applied to 
unlabelled text input by loading its features into the Natural Language Toolkit (NLTK) package's model. The dictionary's ability to 
transform lexical input into an emotion intensity measure is critical to the effectiveness of this method of sentiment analysis. 
To obtain the final sentiment score, the values associated with each word in the text are summed. The Polarity Score of each tweet is 
calculated using the SentimentIntensityAnalyzer() method of the Vader module, which generates the tweet's negative, positive, and 
composite scores. This comprehensive approach to sentiment analysis allows for a deeper understanding of the emotions conveyed 
in the tweets and their corresponding intensity. 

 
Fig. 9. Polarity Score of Sentiment 

 
Once the VADER sentiment analyzer computes the composite score for each tweet, the sentiment of each tweet can be easily 
determined. Tweets that have a composite score of zero or greater are considered positive, tweets with a score less than zero are 
negative, and tweets with a score of exactly zero are considered neutral. By categorizing the tweets in this way, it becomes possible 
to create a pie chart that visually represents the sentiment of the collected tweets. 
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Fig. 10. Visualization of Harmful Words in Relation to Good and Neutral Terms 

 
F. Naïve Bayes Classifier 
In order to assess the performance of the model, it is essential to undertake several actions, such as applying the naive bayes method 
to estimate the probabilities of each characteristic belonging to a particular class, and to classify the data into distinct groups based 
on the provided attributes. This enables the subdivision of classes based on available attributes, which in turn allows for better 
classification accuracy. In the context of this approach, the naive Bayes classifier operates under the assumption that each 
characteristic can be interpreted independently of the others, which is made possible by the concept of conditional probability. This 
probability assumes that the likelihood of one feature is independent of the probability of any other feature, which in turn enhances 
the model's ability to accurately identify the features and improves its overall performance. The implementation code for the naive 
bayes classifier can be found further down in this article, as it is a crucial step towards determining the F1 score of the model. 

 
Fig. 11. sentiment of the processed tweet 

 
IV.      EVALUATION 

The evaluation of the model involves the use of a scoring formula that takes into account both correct and incorrect classification of 
data. By comparing the actual results with the expected results, we can determine the level of accuracy that the proposed model has 
in representing reality. This allows us to quantify the performance of the model in terms of its ability to correctly classify data, and 
thus assess its effectiveness in meeting the desired objectives. Various scoring metrics can be used to evaluate the model, such as F1 
score, precision, recall, and accuracy, depending on the specific requirements of the problem being addressed. 

 
Fig. 12. Results 
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It is worth noting that models are evaluated based on a combination of functions, including TweetNBClassifier, predict, and score, 
to determine their accuracy. In the case of the suggested model, it has been found to have an accuracy rate of 78.3 percent, 
indicating that it is able to correctly classify sentiment in the majority of cases. It is important to note, however, that the accuracy of 
the model may vary depending on the specific dataset being analyzed and the criteria used for classification. Therefore, further 
testing and refinement may be necessary to optimize its performance for a particular use case. 
 

V.      CONCLUSION 
The issue of cyberbullying has become increasingly prominent in modern society due to the widespread use of social media 
platforms. The harmful effects of cyberbullying on individuals and society as a whole have led to a call for the development of 
effective tools for detecting and combating this phenomenon. In response to this challenge, a research study was conducted with the 
primary objective of developing a software tool capable of automatically detecting signs of cyberbullying on the microblogging 
platform Twitter. 
The proposed solution involves a combination of machine learning algorithms, including support vector machines and the Naive 
Bayes method. The Vader sentiment serves as the feature vector, replacing the TextBlob. The use of Vader sentiment allows for the 
analysis of emoticons, slang, conjunctions, and capitalization, among other features. Additionally, Vader sentiment does not require 
training data to perform accurately, unlike TextBlob, which eliminates unknown elements and only analyses words and phrases that 
can be assigned polarity. 
The model is designed to improve in precision as more users employ it, allowing for the automatic recognition of cyberbullying 
signs and prompt action to be taken when necessary. The suggested method involves ignoring tweets that have been correctly 
labeled as positive and contain no bullying content. If the bot detects cyberbullying, it issues a warning and provides the user with 
the option to delete the offending tweet. Furthermore, misinterpreted tweets will receive a thumbs-down in response, and the 
classifier will flag similar tweets in the future as cyberbullying. 
The proposed solution is flexible enough to incorporate input from all parties involved, as different types of cyberbullying require 
different responses. Nonetheless, improving the classifier's performance requires the inclusion of new data sources. The proposed 
method has the potential to be used to detect cyberbullying in additional languages, given the multilingual nature of social media. 
However, identifying cyberbullying based on audio or video content requires further investigation. 
The proposed model was evaluated using a combination of functions, including TweetNBClassifier, predict, and score, and achieved 
an accuracy rate of 78.3 percent. The scoring formula compared the actual results to the anticipated results, taking into account both 
correct and incorrect tagging to determine how accurately the model represents reality. 
In summary, the proposed model offers a promising solution to the challenge of detecting cyberbullying on social media. With the 
potential to incorporate new data sources and improve in precision as more users employ it, the model has the potential to 
significantly enhance moderation efforts and promote safer online interactions. 
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