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Abstract: With the rapid development of network-based applications, new risks arise and extra security mechanisms require 

additional attention to enhance speed and accuracy. Although many new security tools are developed, the rapid rise of malicious 

activity may be a major problem and therefore the ever-evolving attacks pose serious threats to network security. Network 

administrators rely heavily on intrusion detection systems to detect such network intrusion activity. a serious approach is 

machine learning methods for intrusion detection, where we learn models from data to differentiate between abnormal and 

normal traffic. Although machine learning methods are often used, there are some drawbacks to deep analysis of machine 

learning algorithms in terms of intrusion detection. during this work, we present a comprehensive analysis of some existing 

machine learning classifiers within the context of known intrusions into network traffic. Specifically, we analyze classification 

along different dimensions, that is, feature selection, sensitivity to hyper-parameter selection, and sophistication imbalance 

problems involved in intrusion detection. We evaluate several classifications using the NSL-KDD dataset and summarize their 

effectiveness using detailed experimental evaluation. 
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I. INTRODUCTION 

To extract important features from these higher dimensions of variables and data. Statistical techniques were wont to reduce noise 
and redundant data. However, we don't use all the features to coach the model. we are able to improve our model with both 
correlated and non-correlated features, therefore the choice of features plays a vital role. 
Furthermore, it not only supports our model to be trained faster but also reduces the complexity of the model, makes it easier to 
grasp and improves the accuracy, precision or metric performance in memory. There are four main reasons why the selection of 
facilities is important. First, discard the model to scale back the amount of parameters. Further reduce training time, increase 
normalization to cut back overfilling, and avoid the curse of dimensionality. within the field of information processing and analysis, 
datasets are often an oversized number of variables or characteristics that determine the applicability and usefulness of the 
information. Also the challenge of classification is to listen to balanced and unbalanced data. Another motivation is to induce the 
most effective model with high predictions and tiny errors. High-dimensional means there will be hundreds, thousands, or perhaps 
countless input variables. Low input dimensions usually have fewer parameters or a straightforward structure in machine learning 
models, called degrees of freedom. Models with an excessive amount of freedom are likely to over-fit the training dataset and thus 
don't perform well on new data. Instead it's desirable to possess a straightforward model with good generalization and input file with 
few input variables. this is often very true for linear models where the quantity of inputs and therefore the degree of freedom of the 
model are often closely related. 

 

II. LITERATURE SURVEY 

1) In this Paper their analysis results for the performance of the six different classifiers on the NSLKDD dataset shows that J48 
and IBK are the best two classifiers in terms of accuracy detection but IBK is much better when applying feature selection 
techniques. For future work, we propose to carry out an exploration on how to employ optimization techniques to develop an 
intrusion detection model with a better accuracy rate 

2) The conclusion of the present study can be summarized into the following three points: 
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a) A social media GIS which integrated a Web-GIS, an SNS and Twitter and which included a function for classifying submitted 
information was designed and developed. A system which supports utilization of information in order to reduce the effects of 
natural disasters which anticipates use not only in normal times but also use during disasters when there is an information glut 
was proposed. The system supports utilization of information by depicting submitted information based on location information 
and content using color-coded semitransparent circles, and by displaying information based on information about present 
location. Mitaka City in the Metropolis of Tokyo was selected as the region for operation of the system. After a survey of 
existing conditions was conducted, the system was developed in detail. 

b) Since full-scale operation was to be conducted for ten weeks, a one-week operation test was conducted in advance and an area 
for improvement of the system was identified. After that, the system was reconfigured. People targeted as users of the system 
were those residing in, commuting to, or attending school in Mitaka City aged eighteen years of age or over. The number of 
users was fifty in total. Users in their forties and fifties made up the greatest proportion of users, at 32% and 30%, respectively, 
while the proportion of users in their twenties, thirties, and sixties and above was 14%, 12%, and 10%, respectively, so the 
system was used by a wide range of age groups. During the period of operation, users accessed the system from PCs and mobile 
information terminals, and submitted and viewed information. 

c) An evaluation of the operation was conducted based on access log analysis and submitted information. The former showed that 
the system was continually accessed throughout the period of operation, and the later showed that 260 pieces of disaster 
information were submitted, dispersed throughout Mitaka City. Based on the results of the evaluation of the operation, 
measures for using the system even more effectively were summarized into the following two points: (1) Notification of 
information to passive users, and (2) Operation of the system using cloud computing. Future topics for research include 
expanding the stages of use of the system to times of post-disaster restoration and redevelopment, cooperating with firefighters 
and police, and operating the system with the participation of a wider user base, and increasing the track record of use of the 
system by operating it in other regions as well, and further increasing the significance of using the social media GIS developed 
in the present study 

d) The dimensionality reduction problem is responsible for the process of reducing the dimension of a large feature set into a 
combined reduced-feature set that makes up a large sphere in the n-dimensional space. Hence the dimensionality reduction 
problem presents advantages like computational efficiency and redundancy removing and other disadvantages such as data-
losing and feature-losing in datasets. We have worked in the fields of dimensionality reduction in large datasets. So, our 
machine learning method for reducing dimensional space in large datasets merges all datasets as a huge one in the first stage. 
Then, we used PCA for dimensionality reduction, that solves the problems encountered in previous proposals, after applying the 
ETL process. Hence, our novel method highlights the use of the Python framework where standard representation for numerical 
data and implementations for mathematical calculations at a high level of programming are performed in an efficient 
environment. Besides, we have applied our research in the real environment Epileptic Seizure Recognition Data Set provided 
by UCI Machine Learning Repository. The experimental results show that Random Forest outcomes better than the rest of the 
algorithms with this complex dataset obtaining an accuracy of 70.3%. We can also appreciate that MLP behaves very stable in 
general terms and together with Random Forest are the best algorithms to be optimized. In this regard, as shown in figure 2, we 
can realize how important is the correct selection of a particular scalar or another for the algorithms due mainly to the taxonomy 
of the data. The intrinsic complexity of the dataset tested in this manuscript suggests excellent conditions for adaptation to other 
health care scenarios, where the complexity of biological systems will also be adapted to our generic methodology. Although 
the results obtained are very encouraging, the greatest achievement in the authors’ opinion is the possibility of future lines. At 
this point and due to the complexity of the data currently generated, with characteristics of variability and other aspects besides 
the volume, such as velocity, veracity of the big data, where a new world has opened up to continue in this fascinating area of 
data science research. 

e) In this paper, the state of the art on ensemble methodologies to deal with class imbalance problem has been reviewed. This 
issue hinders the performance of standard classifier learning algorithms that assume relatively balanced class distributions, and 
classic ensemble learning algorithms are not an exception. In recent years, several methodologies integrating solutions to 
enhance the induced classifiers in the presence of classim balance by the usage of ensemble learning algorithms have been 
presented. However, there was a lack of framework where each one of them could be classified; for this reason, a taxonomy 
where they can be placed has been presented. We divided these methods into four families depending on their base ensemble 
learning algorithm and the way in which they address the class imbalance problem. Once that the new taxonomy has been 
presented, thorough study of the performance of these methods in a large number of real-world imbalanced problems has been 
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performed, and these approaches with classic ensemble approaches and non ensemble approaches have been compared. We 
have performed this study developing a hierarchical analysis over the taxonomy proposed, which was guided by nonparametric 
statistical tests. Finally, we have concluded that ensemble-based algorithms are worthwhile, improving the results that are 
obtained by the usage of data preprocessing techniques and training a single classifier. The use of more classifiers makes them 
more complex, but this growth is justified by the better results that can be assessed. We have to remark the good performance of 
approaches such as RUSBoost or Under Bagging, which despite being simple approaches, achieve higher performances than 
many other more complex algorithms. Moreover, we have shown the positive synergy between sampling techniques (e.g., under 
sampling or SMOTE) and Bagging ensemble learning algorithm. Particularly noteworthy is the performance of RUSBoost, 
which is the computationally least complex among the best performers 

 
 

III. SYSTEM DESIGNS 

 
Fig : Network Data Verification Using Machine Learning 

 

 
Fig : Flow Diagram for  Network Data Verification Using Machine Learning 
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IV. CONCLUSION 

As rapid development of network-based applications, new risks arise and extra security mechanisms require additional attention to 
enhance speed and accuracy hence we concluded the system which proposed Network Data Verification Using Machine Learning 
Classifiers Based On Reduced Feature Dimensions.  In this survey paper, we discuss about Network Data Verification Using 
Machine Learning Classifiers Based On Reduced Feature Dimensions. Hence we successfully concluded and it is easy to recall and 
it is tough to predict. The further improvisation of system is possible as  the classifier and datasets are trained. 
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