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Abstract: The process of producing a succinct synopsis of a text involves two primary techniques: both abstractive and extractive 
While abstractive summarising rephrases text in a way that is more human-like, extractive summarization chooses important 
statements straight. handbook Because it takes time and money to summarise because it requires reading through big texts, an 
automated text model with lots of features It is suggested to use both extractive and abstractive methods for summarising. 
Important sentences that are enhanced by linguistic features are identified by a feature-rich extractor. These sentences are then 
further enhanced by an abstracter that adds components such named entity tags and part-of-speech tags. Moreover, a loss 
function is presented to match attentions at the word and sentence levels. At last the summarized text is  converted into image by 
using parsing and other relatable techniques. 
Keywords: Abstractive summarization, encoder-decoder, extractive summarization, feature rich model, linguistic features, 
summarization evaluation, Visual Representation, Application Programming Interface.  
 

I. INTRODUCTION 
In the digital era, the exponential growth of textual data presents a significant challenge: how to effectively manage, analyse, and 
distill this vast amount of information. While traditional text summarization methods have been valuable, they often struggle to 
capture the intricate essence of complex documents and present information in visually engaging ways. 
Recognizing this challenge, our project embarks on an innovative endeavor: the creation of a Next-Generation Linguistic 
Intelligence Image Summarizer for Documents using an Attention Model. At its core, our project seeks to redefine the landscape of 
textual information summarization and presentation by leveraging advanced attention mechanisms and sophisticated linguistic 
intelligence algorithms. Unlike conventional approaches that simply produce textual summaries, our novel method takes a 
significant leap forward by converting summarized text into visually intuitive representations. By doing so, our aim is to offer users 
a more immersive and efficient way to comprehend intricate documents. A central aspect of our project involves integrating 
advanced attention mechanisms, which enable our system to dynamically focus on the most relevant aspects of the input text. This 
ensures that the resulting visual representations not only capture the essence of the document but also do so in a coherent and 
meaningful manner. Furthermore, by incorporating linguistic intelligence algorithms, our system goes beyond surface-level 
summarization to extract semantic meaning and context from the text. This enriches the visual summaries, providing users with 
deeper insights into the content. Through the synergistic combination of attention mechanisms and linguistic intelligence, our 
project strives to bridge the gap between textual information and visual comprehension. Our ultimate goal is to empower individuals 
and organizations with a fresh perspective on document summarization—one that not only enhances efficiency but also fosters 
deeper engagement and understanding. Our project marks a step, in the realm of processing textual information by converting text 
into visual form. Through rethinking how information is summarized and presented our goal is to provide users with the tools they 
need to navigate the world of data in today's digital era all presented in an engaging visual format. 
 

II. LITERATURE SURVEY 
In recent years, much of the focus in text summarization has revolved around extractive techniques, where sentences and phrases are 
identified in a document and reproduced as a  text summary again. Numerous research have evaluated the quality of automatic text 
summarization systems using datasets, attention models, and assessment approaches.  [34] used neural networks to convert 
phrases into vectors, whereas Nallapati et al. [21] and Cheng and Lapata [3] used RNNs to generate document representations. 
Narayan et al. [23] used a sentence classifier to choose sentences based on titles and picture captions. Yasunaga et al. [33] used 
graph convolutional networks and RNNs to evaluate sentence significance. Readability problems frequently plague extractive 
summarization methods, even if some of them get excellent ROUGE ratings.  
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In contrast to neural models, abstractive document summarization has not, until recently, gotten enough attention.. Jing [15] was 
among the first to create summaries by eliminating unimportant parts of sentences. The task of creating summaries using methods 
became standardized during the DUC 2003 and 2004 competitions. TOPIARY [35] found success, in the challenge by using 
compression techniques and detection algorithms based on language principles. They also added keywords from a document to the 
result. Cheung and Penn [4] fused sentences using dependency trees, while Rush et al. [25] We present a current neural network for 
abstractive text summarization that uses convolutional models for text encoding and an attentional feed forward neural network for 
summary synthesis. Vinyals et al. [28] developed a pointer network using the soft attention distribution approach of Bahdanau et al. 
[2], which has since been applied to various tasks including language modelling, neural machine translation [11], and 
summarization [16], [21]. An extension of this work by Rush et al. [25] replaced the decoder with an RNN to improve performance. 
Hu et al. [13] demonstrated promising results in Chinese dataset summarization using RNNs, while Cheng and Lapata [3] employed 
an RNN-based encoder-decoder for extractive text summarization. Nallapati et al. [21] utilized a sequence-to-sequence model for 
summarization evaluation on the CNN/DailyMail dataset. Ranzato et al. [24] replaced the traditional training matrix with evaluation 
matrices such as ROUGE and BLEU, while See et al. [26] and Jin et al. [16] adopted pointer networks to handle out-of-vocabulary 
words in their models. Yadav et al. [7] used reinforcement learning with an attention layer, whereas Li et al. [17] used generative 
adversarial networks to get high ratings in human assessments. Bahdanau et al.[1] proposed an attention mechanism, and Yang et al. 
[32] introduced a hierarchical attention mechanism for document classification. In a study, by Nallapati and colleagues [21] they 
combined attention mechanisms at both the word and sentence levels incorporating sentence attention. Furthermore there have been 
advancements in feature engineering for selecting features in models with a focus on meta learning [36] [37] [38] particularly 
emphasizing learning and adaptation even in cases of limited data availability. In our research project we introduce a model for 
summarizing text that involves extracting key information before generating summaries. The words are encoded with features to 
retain details and are then inputted into both the extractor and summarizer components. This model combines sentence level 
summarization from an extraction based approach and word level summarization from a generation based method. While past 
studies have explored attention mechanisms, the incorporation of attention to attributes within a unified framework is innovative. By 
utilizing word and sentence level attention within a model that encodes words, with features we aim to enhance the 
comprehensiveness of text summarization. 
 

III. APPROCH 
Our solution combines the power of a cutting-edge extractor [22] with a feature-rich abstracter [21]. Throughout this work, we will 
use the following notation. The extractor and abstractor analyse a word sequence expressed as w = {w1, w2,...,wi,...,wn}, where i 
represents the word index. These words come together to form sentences denoted as s = {s1, s2,...,sj,...,sn} where j signifies the 
sentence index. Each word is linked to the sentence based on a mapping function j. Extractive and abstractive summarization entail 
finding phrases and words in a text, using attention mechanisms to construct a succinct summary. The extractor uses sentence-level 
attention α = {α1, αm...} to assess the possibility of extracting each sentence into the summary. The abstracter dynamically applies 
word-level attention (β = βt 1, βt 2,..., βt n). Generate each word at each step t for the summary. 
 
A. Pre-Processing 
Texts pre processing aims to reduce ambiguities caused by various verb forms or singular/plural variations. Additionally, stop words 
like "a," "the," "of," and "is" carry minimal information for summarization purposes. Below are the pre-processing operations 
applied to documents: 
1) Document Segmentation: Text is segmented into paragraphs to identify the placement of each sentence within its respective 

paragraph. 
a) Stemming: Stemming is employed to reduce words to their root or base form, such as using singular forms and removing verb 

endings like "-ing." We utilize the StanfordNLP stemmer for this task. 
b) Paragraph Segmentation: Paragraphs are divided into individual sentences using sentence tags. 
c) Words standardization: In every sentence words are made consistent by being reduced to their base forms through 

lemmatization and stemming using Porter’s algorithm [29]. 
d)  Stop Word Filtering: Stop words, such as "a," "is," "in," "the," and "of," are filtered out from the document after other pre-

processing steps. Stop word filtering is a standard practice in text mining applications. 
e) Text Analysis: Meaningful information is extracted from text data through various techniques, including Part-of-Speech (POS) 

Tagging, Named Entity Recognition (NER), Dependency Parsing, and Sentiment Analysis. 
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f) Image Preprocessing: Image data is prepared for conversion by resizing images to a consistent size, normalizing pixel values, 
and applying data augmentation techniques like rotation, flipping, and cropping to enhance diversity and robustness. 

 
B. Feature Rich Extractor Model For Extractive Summarization  
After simplifying and clarifying a document it is organized into a matrix based on sentence features. Each sentence is analyzed for 
its features, which are then combined to create a matrix. Through testing features we have determined the set of sentence 
characteristics to use for the extraction model. 

 
1) Sentence Position 
Where a sentence is positioned in a document plays a role, in how the document can be compressed. Past approaches have relied on 
the sentences placement as it usually contains information. Typically the opening sentences are most vital for summarizing with 
their impact diminishing as you move away from the beginning of the document. 
 
2) Counting Numbers 
2. Numbers often provide information. We determine the ratio of numbers to words, in every sentence using Equation (1). 
sennum = #numerals / total#words 

 
a) Model Architecture 
The extractor model builds upon the work of Nallapati et al. [22] but with a different architecture focused on generating highly-
ranked sentences based on informativeness derived from recall scores. Hierarchical bidirectional LSTM (Long Short-Term 
Memory) units are employed, followed by a classification layer to compute sentence-level attention αn (refer to Figure 1). The 
extractor loss Lossext is computed using a sigmoid cross-entropy function (Equation 2), where K represents the total number of 
sentences and gk denotes the ground truth for the kth sentence. The model emphasizes recall scores to select highly informative 
sentences, aiming to include relevant information necessary for abstractive summarization. Ground truth labels g are determined for 
each sentence to minimize the loss (Equation 3). 

 

 
Figure 1: Shows the feature-rich extractor model for n sentences. Long short-term memory (LSTM) with hierarchical bidirectional 

architecture is used in the model architecture to extract sentence-level data. A classification layer for calculating sentence-level 
attentiveness αn comes after it. 
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GRUs (gated recurrent units) [31] extract sentences and distribute attention at the classification layer (see Figure 1). The extractor 
loss is estimated using a sigmoid cross-entropy function.Equation 2 provides the loss extension: gk, representing the ground truth 
for the kth sentence, might be 0 or 1, and K is the total number of sentences. A value of gk = 1 indicates that the kth phrase, in a 
document contributes to summarization. The extractor selects sentences that contain relevant details necessary for generating 
abstractive summaries.  

 
Sentence extraction is carried out by GRUs (gated recurrent units) [31], which allocate sentence attention αn at the classification 
layer (refer to Figure 1). Utilizing a sigmoid cross entropy function, the extractor loss is calculated. Equation 2 gives the loss 
extension: where gk, which represents the ground truth for the kth sentence, is either 0 or 1, and K is the total number of sentences. 
The kth phrase of a document is narrated by gk = 1, which is noted to facilitate abstractive summarization. Highly informative 
sentences are chosen by the extractor. This means that some phrases should provide pertinent details needed to create abstract 
summaries. 
 
b) Weighted Attention 
The attention mechanism impacts NLP. A basic solution is to combine word-level attention (βTn) with sentence-level attention (αm) 
by re-normalization and scalar multiplication. Multiplication is performed where both word-level and sentence-level attention are 
high. Our focus is on updating word-level attention to enhance abstractive summarization, ensuring consistency between word-level 
and sentence-level attention during training. We introduce the inconsistent loss Lossics (Equation 3) to reinforce word-level 
attention when sentence-level attention is high. Various loss functions are applied to the extractor. Abstracter to avoid a solution and 
support both stages in our suggested two stage integrated model. 

 
Where, W stands for the words that are most frequently used, and N stands for the total amount of words in a given phrase. When 
sentence-level attention is strong, this strengthens word-level focus. To prevent a deteriorated solution when both word-level and 
sentence-level attention are high, we employ separate loss functions for the extractor and abstracter. Our proposed two-stage unified 
strategy utilises an inconsistency loss function that benefits both the extractor and abstractor. 
 
C. Feature Rich Abstracter Model For Abstractive   Summarization 
Significant language characteristics are computed following pre-processing. The following word characteristics have been shown to 
be most important for summary. 
1) Ne (Named Entity) Tags 
Proper nouns in a text string (sentence, paragraph, etc.) are identified by NE tagging techniques. Sentences that relate to name 
identities—such as a company's name and a personal name—are crucial for providing an accurate description. The place, person, 
date, organisation, money, percent, and time are the seven classes that make up NE tags. We employ the Stanford NEtagger in this 
work. 
 

2) Pos Labels  
Words in a text are annotated and categorised according to their POS (Parts-of-Speech) categories, which include verbs, adverbs, 
and nouns. POS tagging may be done using a variety of methods, including statistical techniques like a hidden den Markov model. 
We employ the Stanford POS tagger in this work.3. 
 

3) No.of Proper Nouns 
In corpus linguistics, a word is marked in a text that depends on a certain part of speech. It is not only based on its definition but 
also on the context, for example, the relationship of a word with its adjacent words in the paragraph. POS tagging identifies words 
as a noun, pronouns, verbs, adverbs, adjectives, etc. POS tagging is performed based on hidden parts of speech and discrete terms. 
There are rule-based and statistical approaches. Brill tagger is a rule-based algorithm and is a widely used English POS tagger. This 
feature is used to count the words in the sentences, which have a considerable number of proper nouns. To compute a few proper 
nouns, the Stanford POS tagger is used. 
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4) Term Weights 
Another crucial component for handling text summarization is term weights. The term frequency TF indicates a word's significance 
inside the relevant material. The number of times a word appears in the document is counted and then divided by its length for 
normalisation, as specified by Equation (4). 

 
 

The prevalence of inverted documents IDF calculates a term's relative relevance within the text. Equation (5) illustrates that phrases 
that appear infrequently are typically dragged down and are hence less relevant (scaled up) than ones that occur frequently. 

 
 

Lastly, the weight of the phrase is computed using TF × IDF. 
 

5) Use of Model Architecture 
Finding the core ideas and central characters that a tale revolves around is a difficult assignment for text summarising. We achieve 
this by using linguistic characteristics from an input document, such as word weights, POS tags, and NE tags. To preserve the 
lexical features of words, we provide appended look-up-based vector embedding. 
In order to incorporate linguistic information, POS tags substitute grammatical tags for textual descriptions. Discretization converts 
continuous characteristics like TF and IDF into explicit values. The bin value to which they belong is represented by a single hot 
encoding of their values. As a result, each word in the look-up dictionary has a word embedding and four linguistic features—POS 
tags, NE tags, TF, and IDF. Tags and hot encoding are added to the word embedding to create a single, lengthy vector. Only word 
embedding is provided as input to the decoder. Figure 2 depicts the design of a feature-rich abstract model that generates a detailed 
summary using accurate linguistic input. The main issue with employing sequence-to-sequence models to generate a summary that 
consists of several phrases is repetition. In order to tackle this issue, we have embraced the coverage model, wherein the integrated 
impact of attention distributions calculated from earlier time steps is represented by a coverage vector v t in Equation (6). 

 
Figure 2. An abstracter model with rich features for n words The four linguistic features—term weight, POS tag, NE tag, and the 

quantity of proper nouns—that are calculated for every word are represented by the letters F1, F2, F3, and F4. Word embedding is 
used to concatenate them before feeding them to the abstractor network. 

 
vT shows how the words have been divided from the original material and demonstrates how the attention mechanism has been used 
to choose these terms. Since no source documents were hidden at the initial time step, v0 here stands for the vector with zero 
degrees. Equation (7) presents the attention mesh and ism that we added the coverage vector to. 
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where Wcv is a trainable parameter with the vector v's length. It suggests that the previous decisions have provided the attention 
mechanism for the current decision. By preventing repeated phrases from coming from the same place, this supports the attention 
process. The act of visiting the source document's location has been made illegal by using coverage loss. The machine translation 
loss is not the same as the bounded coverage loss. In machine translation, there is a translation ratio; the translation ratio determines 
the final convergence vector's penalty. The loss function that is being used can be adjusted, as summarization does not need 
continuous coverage. Penalising the overlapping attention distribution and coverage to prevent reciprocal attention is the aim of the 
coverage loss function. 

 
IV. EXPERIMENTAL RESULTS 

A. Dataset 
We evaluated the technique using the CNN/Daily Mail dataset, which included online news stories with an average of 780.9999 
tokens. These articles have multi-sentence summaries, with an average of 57 tokens (3.7499 sentences). The dataset is organized 
into 13,777 validation pairs, 27,777 training pairs, and 11,777 test pairings. 
 
B. The Experiments Procedure 
128-dimensional word embeddings were used to train the abstracter and the extractor. We followed See et al. [26] and Nallapati et 
al. [22] by using 200 and 256 hidden states for the extractor and abstracter, respectively. Nallapati et al. [21] used a vocabulary size 
of 50,000 words. enabling handling of out-of-vocabulary words. The coverage structure and the pointer generator gave the network 
a minimum of 512 and 1153 trainable parameters, respectively. We used embeddings learnt during network training, rather than pre-
trained embeddings [21]. Both abstractor and extractor have a learning rate of 0.16. Using the Adagrad optimizer [8], the 
accumulator was set to 0.1. Early stopping was used to cease network training when overfitting occurred on the validation set. The 
length of the source text was restricted to word tokens for training and testing, with a maximum length of 100 tokens for reference 
summaries. During testing, 120 tokens were decoded for comparison. To accelerate network training, we shortened the initial 
encoding and decoding steps to 101 and 51 tokens, respectively. The process of progressively lengthening articles until convergence 
was sped up by truncating them at the start of training. Furthermore, the model underwent 48,000 iterations of training with a batch 
size of 4. During the training of the vector representation of words, the linguistic aspects of words were concatenated with word 
embedding, which did not impact the training time of the main network. The end-to-end model lowered training time by minimising 
encoding and decoding phases. While the abstracter tried to minimise loss functions with certain values, the extractor was taught to 
shorten the text. The extractor and abstracter worked together to create a two-stage network in which the pre-trained extractor used 
sentence-level attention. 
 
C. Findings And Conversation 
The network took six days and eighteen hours to train the extractor and abstracter on an 11GB GPU with a batch size of four. After 
around 118 thousand iterations, the coverage mechanism was introduced, and accuracy rose rapidly throughout the early training 
phases. After adding coverage with a weighted coverage loss value, training continued for about 2,000 additional iterations (4 
hours), leading to improved performance during testing. The network exhibited improved performance, measured by ROUGE 
scores [19], compared to existing approaches. The proposed two-stage approach outperformed previous work significantly, with the 
addition of a coverage function reducing redundancy in generated summaries. 
 
TABLE 1 Compares the Nallapati et al. [21] model, the pointer generator [26], and the two-stage network. F-measures for unigrams 

(ROUGE-1), bigrams (ROUGE-2) and longest common subsequences (ROUGE-L) are shown. Scores were calculated using the 
rougelib library. 
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•
•
•
•
•
•The table shows how much better the suggested two-stage method with the extractor and abstracter performed than the previous 

effort. Subsequent tests revealed that this enormous vocabulary of 150,000 words did not seem to be helpful for increasing 
efficiency. Some important information was missed by the performance efficient model. Extensive descriptions were deemed 
unnecessary for the majority of produced summaries, and uncommon terms were commonly substituted with more common ones. 
Even though OOV terms were handled using a large vocabulary technique (LVT), we still discovered word duplication in the 
resulting summaries. However, it was found that adding the coverage function decreased the amount of repeated words. Reducing 
the duplication issue came at a 1.7% cost. The feature-rich extractor summary includes the following additional information: First, 
read without reading the original content. Signature of Saili information Head coach Anthony addresses Saili's teammates. Second 
Reading: Article duration: around 2.5 minutes (full understanding). Extractive Summary of Reference: 30 seconds Feature-rich 
extracted summary takes around 50-1 minute.Reading for the first time Reference abstractive summary: Understanding the context 
of an article: On average. Characteristic Abstract and detailed synopsis. 

 
Figure 3. Compares extractive and abstractive summaries of a news story prepared using the suggested methodology. 

 

 

 
Text Output 

•
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Table 2 compares NALLAPATI ET AL. [21], POINTER GENERATOR [26], THE TWO-STAGE NETWORK (PROPOSED), and 
THE REFERENCE SUMMARY. 

 
 

Excellent understanding of the article's background. Finally, the feature-rich model is crucial for retaining important proper nouns, 
numerals, and phrases in the summary. The created summary considerably reduced the time required to read the complete 
information. 
 
D. Assessment of Humans 
Amazon Mechanical Turk was used for the human evaluation, and 50 test samples were chosen at random for analysis. Each sample 
consisted of an original article, baseline, two-stage network output, and reference summaries. On a scale of 1 to 5, evaluators graded 
summaries for comprehensiveness, conciseness, and informativeness. In comparison to more contemporary summarising 
algorithms, the two-stage model performed well, especially in terms of comprehensiveness, because it could extract information 
based on linguistic features. This led to higher ratings. 

 
V. CONCLUSION 

In this study, we introduced a novel approach that leverages the strengths of both extractive and abstractive summarization models 
to produce comprehensive summaries. Our neural network effectively extracts the main ideas from the original text by integrating a 
variety of linguistic variables into the word embeddings, including sentence position, numbers, POS tags, NE tags, term weights, 
and proper nouns.Through attention mechanisms at both the sentence and word levels, our model effectively identifies and 
highlights the most crucial information. Our proposed two-stage model seamlessly integrates extractive and abstractive 
summarization within a single framework. By training and testing on the CNN/Daily Mail dataset, we demonstrated the 
effectiveness of our approach, achieving a ROUGE score of 37.76%. Additionally, human evaluation confirmed the high 
comprehensiveness and informativeness of our generated summaries. Furthermore, we explored the conversion of summarized text 
into image format using parsing and other techniques. This innovative approach enhances accessibility and visualization of the 
summarized content, providing a more engaging and intuitive way to consume information. Overall, our study contributes to 
advancing the field of text summarization by offering a robust and efficient method for generating high-quality summaries, while 
also exploring novel avenues for presenting summarized content through image conversion techniques. 
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