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Abstract: Prediction of next message after given a sequence of messages has lot of applications. It has applications in NLP 

(natural language processing), Log Anomaly Detection, Automating Customer Service and many more. Automating Customer 

Service is one such application which shall be in great focus in this paper. For any organization, automating customer service 

can save a lot of revenue and time. It increases the response time for customers/users, which in turn increases customer 

satisfaction. It reduces the load on the business. In this paper, we use machine learning algorithm (Support vector machine + 

gridsearchcv) to automate the next debug message or step that has to be followed to solve a customer problem/ticket. This 

algorithm can be used to predict multiple next steps also, thereby automating the debug steps handled by the customer service 

team. It predicts the next debug message given a sequence at an accuracy of 98.08 percent.  
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I. INTRODUCTION 

Customer service automation is the process of automatically resolving user problems without human-to-human interaction. 

Customer Service team of any organisation deals with a lot of queries every day. Most of those requests are repetitive and usually 

solved. If automation of repetitive queries can be achieved, then the customer service team can only cater to more complex queries 

that requires human intervention. The customer service team can be small and can deal with problems that need specialized care. A 

small customer service team can be a great cost-saving mechanism for businesses. 

Generally, the operations of a customer service team involves giving the customers/users debug messages/steps to solve the problem. 

This paper elaborates a method to develop a model which predicts the next step/debug message. The initial input for the model is the 

first debug message sequence and after that it can be used multiple times to generate the next debug messages/steps required to the 

solve the customer issue. To train the model, we have used event log of information technology incident management process.  

 

II. RELATED WORKS 

In this paper [1], the author has proposed two systems to predict for log analysis. The first system is probability based where the 

occurrence of the debug messages/steps is calculated and shown. The other system uses deep learning mechanism to predict the next 

log message. The deep learning algorithm used to build the model is LSTM (long short-term memory). 

In this paper [2], the author has presented a approach to use unlabelled data to improve the prediction of next log message using 

recurrent networks. The author has followed two steps to improve the prediction. The first step is the standard prediction of the next 

message after a sequence using recurrent networks. In the next step, author has used the auto-encoder technique to give the input 

sequence as a vector and it produces the output sequence. This step is the pre-training phase of the model. This two step approach 

has improved generalization and prediction. 

In this paper [3], the author has learned a Finite State Automation (FSA) the normal workflow of the system using the log sequences. 

There is a performance measurement model which classifies whether the execution of a particular log sequence is normal or a 

irregular sequence. 

III. DATA  

A. Structure of Data 

Data is an event log of information technology incident management process [4]. It contains the various debug messages/step that 

has been followed to close the customer ticket. The total number of debug messages/steps that has to be followed to close a 

customer ticket varies from 1-78. Data is present in a CSV format. There are approximately 4.6 million rows and 5 columns. The 5 

columns are Ticket Number, Status, time, group name and Owner. The status represents the most important information that shall be 

used for developing the model. The Figure 1 shows sample dataset. 
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Figure 1 

 

B. Data Preprocessing 

The data is converted to fit the model. In this process, the data is first divided into sequences and is embedded in the dictionary. The 

figure 2 shows the code for achieving the abovementioned step. Once the dictionary has been populated with data, the next step is 

conversion of the string data into numerical form. For this, we get the unique debug messages/steps from the dataset and give 

numerical value. Figure 3 shows the unique debug messages/steps that has been used in solving customer ticket. 

 
Figure 2 

 

 
Figure 3 
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IV. IMPLEMENTATION 

A. Scaling of  Data 

Scaling of Data is an important process that has to be completed before we train the model. Scaling can be defined as a process to 

convert the data into a standardized form. Consider an example where there is involvement of two currencies: yuan and US dollar. 

Let’s say the 1 US dollar = 7 yuan. When the operations are performed on these two currencies, it is important that they be 

converted to the same unit (in this case, yuan or US dollar) for effective mathematical operations. Figure 4 shows the code snippet 

for scaling of data. 

 
Figure 4 

B. Training the Model 

1.) Assigning keys to the unique debug messages/steps: As shown in figure 3, the unique debug messages/steps are assigned unique 

keys. These keys are the classes that we shall aim to predict. As shown, there are multiple keys/classes and hence it is a 

multiclass classifier problem. 

2.) Support Vector Machine (SVM): It is a supervised machine learning algorithm which can be used for both binary and multiclass 

classifying problem. It is one of the most robust prediction technique which uses the VC theory (statistical learning framework) 

for classifying.  

3.) Grid Search CV: For any model, the performance of the model depends on the hyperparameters chosen by the engineer. It is 

also important to note that, there is no way to precisely chose hyperparameters for a model beforehand. GridSearchCV is 

algorithm which is used to find the best hyperparameters for a algorithm. As mentioned above, the algorithm used is support 

vector machine and figure 5 shows the hyperparameters for support vector machine[5]. GridSearchCV finds the best 

hyperparameters by trying all the combinations and evaluates the model by cross-validation. Figure 6 shows the code snippet of 

fitting the data using gridsearchCV. 

 
Figure 5 

 

 
Figure 6  

 

V. RESULTS 

The robustness of any model is tested using the f1-score, precision and recall score. Precision score signifies the number of positive 

class prediction that actually belong to the positive class. Recall signifies/quantifies the total number of correct positive class 

prediction. F1-measure provides a numerical number which takes precision and recall score both into consideration [6]. Confusion 

matrix displays all these information in a tabular structure as shown in the figure 7. 
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Accuracy score is one more important criteria which is considered to judge the efficiency of a machine learning model. The 

accuracy is defined as the ratio total number of correct prediction to total number of data points multiplied by 100. The accuracy of 

the model is 98.08 percent as shown in figure 7. 

 
Figure 7 

 

VI. CONCLUSIONS 

Predicting the next debug messages/steps for any customer ticket has great advantages to business. In this paper, the model trained 

predicts the next debug message at very high accuracy of 98.08 percent. The total number of cases or issues with which the model 

has been trained is over 54000. Each case/issue has more than 55 debug messages/steps that the customer service team has given to 

the customers to close the ticket. The model has been trained comprehensively with many issues. This model can be run into a loop 

until it close is predicted and used as complete automating tool for generating the debug messages.Thus, it can be concluded that the 

above technique of using support vector machine with gridsearchcv can be used to automate the issues that are repetitive and that 

have already been closed. 
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