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Abstract: Communication is very imperative for daily life. Normal people use verbal language for communication while people 
with disabilities use sign language for communication. Sign language is a way of communicating by using the hand gestures and 
parts of the body instead of speaking and listening. As not all people are familiar with sign language, there lies a language 
barrier. There has been much research in this field to remove this barrier. There are mainly 2 ways in which we can convert the 
sign language into speech or text to close the gap, i.e. , Sensor based technique,and Image processing. In this paper we will have 
a look at the Image processing technique, for which we will be using the Convolutional Neural Network (CNN). So, we have 
built a sign detector, which will recognise the sign numbers from 1 to 10. It can be easily extended to recognise other hand 
gestures including alphabets (A- Z) and expressions. We are creating this model based on Indian Sign Language(ISL). 
Keywords: Multi Level Perceptron (MLP), Convolutional Neural Network (CNN), Indian Sign Language(ISL), Region of 
interest(ROI), Artificial Neural Network(ANN), VGG 16(CNN vision architecture model), SGD(Stochastic Gradient Descent). 
 

I. INTRODUCTION  
Indian Sign Language (ISL) is used in the deaf community all over India. But ISL is not used in deaf schools to teach deaf children. 
Teacher training programs do not orient teachers towards teaching methods that use ISL. There is no teaching material that 
incorporates sign language. Parents of deaf children are not aware about sign language and its ability to remove communication 
barriers. ISL interpreters are an urgent requirement at institutes and places where communication between deaf and hearing people 
takes place but India has only less than 300 certified interpreters[1]. 
“Sign languages (also known as signed languages) are languages that use the visual-manual modality to convey meaning. Sign 
languages are expressed through manual articulations in combination with non-manual elements”[10]. 

Figure 1: (1-10) Numerals in Indian sign language 

The  above image fig1 of the numbers was created from a live camera feed.The main 2 ways in which we can convert the sign 
language into speech or text i.e. , 1) Sensor based technique, 2) Image processing[2][3]. The above techniques are also mentioned in 
paper [4]. Sign language recognition processes have various types, but there are quite a bit of similarities in them [3]. The three 
main and common steps of this process are Pre-processing, Feature extraction and classification. There are many techniques for 
image processing [5]. Support vector machine (SVM) is also one of the techniques that can be used for feature extraction [6]. 
Multilayer perceptrons are used to apply computer vision, now succeeded by CNN[7]. MLP is now considered insufficient for 
modern advanced computer vision tasks. As it contains the properties of a fully connected layer, in which every perceptron is 
connected with each other perceptron. The disadvantage of this is that it causes the total number of parameters to grow very high  
(number of perceptrons in layer 1 multiplied by number of perceptrons in layer 2 multiplied by numbers of perceptrons in layer 3 
and so on ...). This is inefficient due to redundancy in such high dimensions, It also disregards spatial information, which is also a 
con. 
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Convolutional neural network is a class of neural networks in deep learning. It is mainly used in processing data with a grid-like 
topology, e.g. images. A digital image is a binary representation of visual data.  Since MLP  is a fully connected network, it makes 
them prone to overfitting data. Thus we are using CNN  for this sign language recognition model. This project has 3 steps - 
1) Creating a database. 
2) Training the CNN model. 
3) Predicting the data. 

We are using following technologies - 
Python, Jupyter Notebook(IDE), Keras, Tensorflow, openCV, Numpy. 
We will capture the live feed  for each hand gesture from the camera using openCV and store it in train and test folders. Then we 
will train the CNN model with this train data. In the 3rd step we will predict the results using test data. After training our model we  
got an accuracy of about 89.9 %. 
 

II. METHODOLOGY  
In this project we are creating a sign detector, for ISL alphabets, and numbers ( 1 - 10). For this, we are using the CNN algorithm for 
training the model, Keras, which is an open-source software library that provides a python interface for ANN and acts as an 
interface for the TensorFlow library, openCV for capturing the real time feed from a camera. As discussed above the project has 
three steps. Thus in the first step we are creating a database for hand gestures. The openCV library is used for the following. In the 
2nd step we are feeding this data to our CNN model which will give us an 1D array each for a hand gesture, each array will contain 
the details which specifies a particular hand gesture. We will train our model with this data and then predict the outcome for the 
captured hand gestures.  
 
A. CNN 
Definition - “The name “convolutional neural network” indicates that the network employs a mathematical operation called 
convolution[11]. Convolutional networks are a specialized type of neural networks that use convolution in place of general matrix 
multiplication in at least one of their layers.” 
A typical CNN consists of mainly three layers, that are - Convolutional, Pooling layer and Fully connected layer. There have been 
many endeavours in improving the CNN for large-scale image and video recognition[7]. VGG 16 is  a convolution neural network 
(CNN ) architecture [8] . It was proposed by Karen Simonyan and Andrew Zisserman of the Visual Geometry Group Lab of Oxford 
University in 2014. This CNN model is considered to be the best vision architecture model till date. VGG 16 architecture's main 
focus is on having convolution layers of 3x3 filter with a stride 1 and always uses the same padding and maxpool layer of 2x2 filter 
of stride 2, instead of having a large number of hyper-parameters. Throughout its whole architecture it consistently follows this 
arrangement of convolution and maxpool layers and in the end has 2 fully connected layers. The following layers are given below. 
1. Convolutional layers 2. Pooling layers. 3. RELU(Rectified Linear Unit) 4. Fully connected layer 5. Softmax layer. The 
architecture is also shown in the figure 2 below:  

Figure 2 : VGG 16 Architecture
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B. Implementation 
We are using this model in our project. So first thing we will do is, create an object of the ImageDataGenerator for training as well 
as testing data and pass the address of folders to the respective objects. In our directory structure there are two folders one is train, 
and other is test. Both folders contain 10 folders  which belong to the sign language hand gestures from 1 to 10 respectively. The 
ImageDataGenerator will automatically label the data inside the folders as 1,2,3, and so on. Now our data can be feeded to the 
neural network. The directory structure is shown below in figure 3: 

Figure 3 : Directory Structure
 
Now, we have added the convolution and pooling in the following order: 
1) 1 convolution layer of 32 channel of 3x3 kernel and with input  shape   of      64x64x3 
2) 1 maxpool layer of 2x2 pool size and stride 2x2 
3) 1 convolution layer of 64 channels of 3x3 kernel and with the same padding. 
4) 1 maxpool layer of 2x2 pool size and stride 2x2 
5) 1 convolution layer of 128 channels of 3x3 kernel and with valid padding. 
6) 1 maxpool layer of 2x2 pool size and stride 2x2 
 
All the above layers have RELU(Rectified Linear Unit)Activation function.  The relu can be defined as  shown in figure 4 : 

Figure 4 : RELU Function 
 
 
The pooling technique we are using is max pooling [7]. After this we have implemented the  dense layer as: 
a) 1 Dense layer of 64 units with relu activation 
b) 1 Dense layer of 64 units with relu activation 
c) 1 Dense layer of 128 units with relu activation 
d) 1 Dense softmax layer of 10 units. 
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At the  last, we are using a Dense softmax layer  of 10 units, as there are 10 classes from 1to 10 to predict. The softmax function can 
be defined as show by the equation in figure 5: 

Figure 5 : Softmax function 
 
 The model is complete after this. There are 2 different optimization algorithms that can be used – SGD (stochastic gradient descent, 
in this the weights are updated at every training instance) and Adam (combination of RMSProp and Adagrad). We found that our 
model was giving more accuracy when we used SGD as compared to Adam. 
 

III. PREDICT THE GESTURE 
Here, we create a bounding box for detecting the ROI and calculate the accumulated_avg for identifying any foreground object, as 
we did in creating the dataset. The figure 6, below shows the predictions made by our model: 

Figure 6 : Predicting the gesture 
 
 Now we find the max contour and if contour is detected that means a hand is detected, so the threshold of the ROI is treated as a 
test image.We load the previously saved model using keras.models.load_model and feed the threshold image of the ROI,which 
consists of the hand gesture as an input to the model for prediction [9].  
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IV. CONCLUSION 
The main goal of our project is to reduce the communication barrier between the normal and disabled(deaf and dumb) people. We 
have focused on translating the ISL (Indian Sign Language) numerals (1 to 10) into English alphabetical representation. This 
application will lead to a decrease in shortage of interpreters and trainers in ISL. We have used the VGG 16 Architecture for our 
model, which is providing an accuracy of 89.9%. As we are using the VGG 16 architecture, the performance of our model is better 
as compared to other models.  
For future work we will be translating the ISL alphabets to English alphabets  and the English alphabets to ISL.  
 

V. DECLARATIONS 
A. Study Limitations 
Dataset - as we have generated the dataset using our camera apparatus and lighting conditions, the trained model may have different 
accuracies for different lighting conditions and camera specifications. 
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