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Abstract: Cancer registries are collections of curated data about malignant tumor diseases. The amount of data processed by 
cancer registries increases every year, making manual registration more and more tedious.This research work finds Bayes Net 
classifier gives an optimal results.  
The Sequential Minimal Optimization of functional machine learning approach is having highest accuracy level which is 85% 
of accuracy level. The Sequential Minimal Optimization of functional machine learning approach is having highest precision 
level which is 0.85 of precision level.  
The least precision value is 0.80 of precision value which is having Quadratic Discriminant Analysis of functional machine 
learning classifier approach.  
The Sequential Minimal Optimization of functional machine learning approach is having highest recall level which is 0.85 of 
recall level. The least recall value is 0.79 which is produced by Quadratic Discriminant Analysis functional machine learning 
classification approach. The Sequential Minimal Optimization of functional machine learning approach is having highest F- 
Measure level which is 0.85 of F-Measure level.  
The Fisher’s Discriminant Analysis algorithm of functional machine learning classifier and Linear Discriminant Analysis 
classification algorithm of functional machine learning classifier are having same receiver operating characteristic curve value 
which is 0.90 of receiver operating characteristic curve value.The maximum precision recall curve value is 0.90 of precision 
recall curve value which is produced by Linear Discriminant Analysis of functional machine learning classifier. This system 
recommends that the Sequential Minimal Optimization of functional machine learning approach produces optimal results 
compare with other models. 
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I. INTRODUCTION 
Cancer registries have been established to generate the systematic collection of data about malignant tumor diseases. Population-
based cancer registries can be used to monitor the incidence of cancer cases or to study cancer survival [ 1,3 ]. The oldest French 
cancer registry is settled in Bas-Rhin department—a French administrative region, located in eastern France. The Bas-Rhin cancer 
registry exhaustively collects all new incident cases of cancer among people living in this territory.  
Notifications of potential new cancer cases from local hospitals, health insurance, or medical pathologists are processed by cancer 
registry technicians who capture relevant information about the tumors, including their anatomical topography and morphology [4]. 
To harmonize data collection, registered cases are coded according to the International Classification of Diseases for Oncology, 3 rd 
edition (ICDO3) [5].  
Some information, such as the TNM Classification of Malignant Tumors (TNM) or biological markers, is also extracted.Seven 
people are working full time on this registration task.[6,7,8]Automating part of the registration process may reduce delays in data 
production and allow technicians to devote more time to complex tasks, such as complementary data collection (e.g., disease stage 
or treatment) and analysis.  
Recent and advanced machine learning algorithms for processing text and sequences found in pathology reports could find useful 
applications in this context [9-14]. However, the amount of data processed by the registry increases each year, making manual 
registration more and more tedious and time consuming. The Bas-Rhin registrars currently receive about 70,000 notifications yearly, 
resulting in the addition of 6000 new cancers to the database, including about 700 cases of prostate adenocarcinoma [15-19 ]. In this 
research work, section 2 contains related works; in section 3 has materials and methods; in section 4 presents results and discussions 
and finally section 5 presents conclusion of this research work. 
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II. LITERATURE SURVEY 
Various authors have used supervised, semi-supervised, and even unsupervised data mining techniques to analyze the survival in 
different types of cancers [20-24].An ANN model to predict the survival of pancreatic cancer patients by collecting data from a 
teaching hospital. The authors used quality of life attributes (SF-36 attributes) along with other clinical characteristics for predicting 
survival[23-25]. They raised the sensitivity levels to 90% to reduce the commission regret in clinicians and patients.The results were 
compared with the Cox-regression method, and ANN gave better sensitivity levels. Several other researchers also used ANN and 
analyzed with statistical or machine learning techniques. While ANN performed better than statistical techniques in some studies 
[28], its significance compared to other machine learning techniques was not commendable in survival prediction [26-27]. Some 
supervised and statistical methods to analyze the performance of cancer survival prediction when data is trained separately for each 
stage. The authors found that the essential predictors changed with each stage and performed better compared to the whole dataset 
when stage was used as just a feature. 
 

III. MATERIALS AND METHODS 
This section focuses on the materials and methods of research work. Here, the prostate cancer dataset borrowed from one of the 
leading dataset repository such as kaggle repository. The dataset contains 100 patients’ records. Such as 100 observations and 10 
variables which are as follows: 

Table 1:Meta data of Prostate Cancer dataset 

S.No Label Data type 

1 Id Integer 

2 Radius Integer 

3 Texture Integer 

4 Perimeter Integer 

5 Area Integer 

6 Smoothness Float 

7 Compactness Float 

8 Symmetry Float 

9 Fractal dimension Float 

10 Diagnosis_result Character  

 
 
A. Methodology 
Here this research work focuses on the above mentioned dataset using following statistical machine learning algorithms in 10 cross 
fold validation in one of the leading open source data mining tool namely Weka 3.9.5. 
1) Multilayer Perceptron(MP) 
2) Sequential Minimal Optimization(SMO/SVM) 
3) Quadratic Discriminant Analysis(QDA) 
4) Fisher's linear discriminant analysis(FLDA) 
5) Linear Discriminant Analysis(LDA) 
6) Stochastic Gradient Descent (SGD) 
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Figure 1: Proposed System Architecture 
 

IV. RESULTS AND DISCUSSIONS 
This section focuses on the results and discussions of this research work. The below image displays that the attribute distribution of 
Prostate cancer datasetfrom Kaggle data repository.[2] 

 
Figure 2: Distribution of attributes on Weka.3.9.0 
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The below table shows that the various outcomes of statistical machine learning algorithms in 10:90 fold cross validation. 
 

Table 2: Various Bayes Classifiers and their measurements 

Classifiers Accuracy Precision Recall F- Measure ROC PRC 

Time taken 
to build 
model                

(In Sec.) 
Multilayer Perceptron 83% 0.83 0.83 0.83 0.89 0.87 0.34 
Sequential Minimal 

Optimization 
85% 0.85 0.85 0.85 0.85 0.80 0.08 

Quadratic 
Discriminant Analysis 

79% 0.80 0.79 0.79 0.82 0.77 0.01 
Fisher's Linear 

Discriminant Analysis 
83% 0.84 0.83 0.83 0.90 0.89 0.19 

Linear Discriminant 
Analysis 

82% 0.82 0.82 0.82 0.90 0.90 0.02 
Stochastic Gradient 

Descent 
84% 0.84 0.84 0.84 0.82 0.78 0.05 

 
The Multilayer Perceptron produces 83% of accuracy value,0.83 of precision value, 0.83 of recall value, 0.83 of F-Measure value, 
0.89 of receiver operating characteristic curve value, 0.87 of precision recall value and it takes 0.34 time consumption to build a 
model. The Sequential Minimal Optimization produces 85% of accuracy value, 0.85 of precision value, 0.85 of recall value, 0.85 of 
F-Measure value, 0.85 of receiver operating characteristic curve value, 0.80 of precision recall value and it takes 0.08 time 
consumption to build a model. The Quadratic Discriminant Analysis produces 79% of accuracy value, 0.80 of precision value, 0.79 
of recall value, 0.79 of F-Measure value, 0.82 of receiver operating characteristic curve value, 0.77 of precision recall value and it 
takes 0.01 time consumption to build a model. The Fisher's Linear Discriminant Analysis produces 83% of accuracy value, 0.84 of 
precision value, 0.83 of recall value, 0.83 of F-Measure value, 0.90 of receiver operating characteristic curve value, 0.89 of 
precision recall value and it takes 0.19 time consumption to build a model. The Linear Discriminant Analysis produces 82% of 
accuracy value, 0.82 of precision value, 0.82 of recall value, 0.82 of F-Measure value, 0.90 of receiver operating characteristic curve 
value, 0.90 of precision recall value and it takes 0.02 time consumption to build a model.The Stochastic Gradient Descent Analysis 
produces 84% of accuracy value, 0.84 of precision value, 0.84 of recall value, 0.84 of F-Measure value, 0.82 of receiver operating 
characteristic curve value, 0.78 of precision recall value and it takes 0.05 time consumption to build a model. 

 
Figure 3: Various Bayes algorithms and their accuracy values 

 
The above diagram shows that the various functional classifiers and their accuracy levels. The Sequential Minimal Optimization of 
functional machine learning approach is having highest accuracy level which is 85% of accuracy level. The least accuracy value is 
79% which is having Quadratic Discriminant Analysis classifier.  
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The Fisher’s Discriminant Analysis classifier and Multilayer Perceptron classifier are having same accuracy level which is 83% of 
accuracy level. The linear Discriminant Analysis classifier is having 82% of accuracy and Stochastic Gradient Descent classifier is 
having 84% of accuracy level. 

 
Figure 4: Various Bayes algorithms and their precision values 

 
The above diagram shows that the various functional classifiers and their precision levels. The Sequential Minimal Optimization of 
functional machine learning approach is having highest precision level which is 0.85 of precision level. The least precision value is 
0.80 of precision value which is having Quadratic Discriminant Analysis of functional machine learning classifier approach. The 
Fisher’s Discriminant Analysis classifier and Stochastic Gradient Descent classifier are having same precision value which is 0.84 
of precision value. The Multilayer Perceptron classifier is having 0.83 of precision level and the linear Discriminant Analysis 
classifier is having 0.82 of precision level. 

 
Figure 5: Various Bayes algorithms and their Recall values 
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The above diagram shows that the various functional classifiers and their recall levels.The Sequential Minimal Optimization of 
functional machine learning approach is having highest recall level which is 0.85 of recall level. The least recall value is 0.79 which 
is produced by Quadratic Discriminant Analysis functional machine learning classification approach. The Fisher’s Discriminant 
Analysis classifier and Multilayer Perceptron classifier are having same recall value level which is 0.83 of recall value level. The 
Linear Discriminant Analysis classifier is having 0.82 of recall level value and Stochastic Gradient Descent classifier is having 0.84 
of recall value level. 

 
Figure 5: Various Bayes algorithms and their F-Measure values 

 
The above diagram shows that the various functional classifiers and their F-Measure levels. The Sequential Minimal Optimization 
of functional machine learning approach is having highest F- Measure level which is 0.85 of F-Measure level. The least F-Measure 
value is 0.79 which is produced by Quadratic Discriminant Analysis functional machine learning classification approach. The 
Fisher’s Discriminant Analysis classifier and Multilayer Perceptron classifier are having same F-Measure level which is 0.83 of F-
Measure value level. The Linear Discriminant Analysis classifier is having 0.82 of F-Measure level value and Stochastic Gradient 
Descent classifier is having 0.84 of F-Measure value level.  

 
Figure 6: Various Bayes algorithms and their ROC values 

 
The above diagram shows that the various functional classifiers and their ROC values. The Fisher’s Discriminant Analysis 
algorithm of functional machine learning classifier and Linear Discriminant Analysis classification algorithm of functional machine 
learning classifier are having same receiver operating characteristic curve value which is 0.90 of receiver operating characteristic 
curve value. This is the highest receiver operating characteristic curve value compare with other classifiers.  
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The least receiver operating characteristic curve value is 0.82 which is produced by Quadratic Discriminant Analysis functional 
machine learning classification approach and Stochastic Gradient Descent algorithm of functional machine learning classification 
approach. The Sequential Minimal Optimization classification algorithm of functional machine learning approach is having 0.85 of 
receiver operating characteristic curve value and the Multilayer Perceptron classifier of functional machine learning classification 
approach is having 0.89 of receiver operating characteristic curve value. 

 
Figure 7: Various Bayes algorithms and their PRC values 

 
The above diagram shows that the various functional classifiers and their PRC values. The maximum precision recall curve value is 
0.90 of precision recall curve value which is produced by Linear Discriminant Analysis of functional machine learning classifier. 
The lowest precision recall curve value is 0.77 which is produced by Quadratic Discriminant Analysis of functional machine 
learning classification approach. The Fisher’s Discriminant Analysis of functional machine learning classifier is having 0.90 of 
precision recall curve value. The Stochastic Gradient Descent functional machine learning classification approach is having 0.78 of 
precision recall characteristic curve value. The Multilayer Perceptron classifier is having 0.87 of precision recall characteristic curve 
value and the Sequential Minimal Optimization of functional machine learning approach is having 0.80 of precision recall 
characteristic curve value. 

 
Figure 8: Various Bayes algorithms and their time taken to build models  

 
The above diagram shows that the various functional classifiers and their time consumption to build the models. The minimum time 
consumption to make a model is 0.01 seconds which is produced by Quadratic Discriminant Analysis of functional machine 
learning classification approach.  
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The maximum time consumption to make a model is 0.34 seconds which is produced by Multilayer Perceptron of functional 
machine learning classification approach. The Fisher’s Linear Discriminant Analysis classification algorithm, Sequential Minimal 
Optimization Algorithm, Stochastic Gradient Descent algorithm and Linear Discriminant Analysis algorithm are taking the time 
consumption to build the models are 0.19 seconds,0.08 seconds, 0.05 seconds and 0.02 seconds respectively. 
 

V. CONCLUSION 
This research work concludes that the Sequential Minimal Optimization of functional machine learning approach is having highest 
accuracy level which is 85% of accuracy level. The least accuracy value is 79% which is having Quadratic Discriminant Analysis 
classifier. The Sequential Minimal Optimization of functional machine learning approach is having highest precision level which is 
0.85 of precision level. The least precision value is 0.80 of precision value which is having Quadratic Discriminant Analysis of 
functional machine learning classifier approach. The Sequential Minimal Optimization of functional machine learning approach is 
having highest recall level which is 0.85 of recall level. The least recall value is 0.79 which is produced by Quadratic Discriminant 
Analysis functional machine learning classification approach. The Sequential Minimal Optimization of functional machine learning 
approach is having highest F- Measure level which is 0.85 of F-Measure level. The least F-Measure value is 0.79 which is produced 
by Quadratic Discriminant Analysis functional machine learning classification approach.The Fisher’s Discriminant Analysis 
algorithm of functional machine learning classifier and Linear Discriminant Analysis classification algorithm of functional machine 
learning classifier are having same receiver operating characteristic curve value which is 0.90 of receiver operating characteristic 
curve value. This is the highest receiver operating characteristic curve value compare with other classifiers. The least receiver 
operating characteristic curve value is 0.82 which is produced by Quadratic Discriminant Analysis functional machine learning 
classification approach and Stochastic Gradient Descent algorithm of functional machine learning classification approach. . The 
maximum precision recall curve value is 0.90 of precision recall curve value which is produced by Linear Discriminant Analysis of 
functional machine learning classifier. The lowest precision recall curve value is 0.77 which is produced by Quadratic Discriminant 
Analysis of functional machine learning classification approach. This system recommends that the Sequential Minimal Optimization 
of functional machine learning approach produces optimal results compare with other models. 
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