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Abstract: The most often utilized strategies for current deep learning models to accomplish a multitude of activities on devices 

are mobile networks and binary neural networks. In this research, we propose a method for identifying an object using the pre-

trained deep learning model MobileNet for Single Shot Multi-Box Detector (SSD). This technique is utilized for real-time 

detection as well as webcams to detect the object in a video feed.To construct the module, we use the MobileNet and SSD 

frameworks to provide a faster and effective deep learning-based object detection approach.Deep learning has evolved into a 

powerful machine learning technology that incorporates multiple layers of features or representations of data to get cutting-

edge results. Deep learning has demonstrated outstanding performance in a variety of fields, including picture classification, 

segmentation, and object detection. Deep learning approaches have recently made significant progress in fine-grained picture 

categorization, which tries to differentiate subordinate-level categories.The major goal of our study is to investigate the accuracy 

of an object identification method called SSD, as well as the significance of a pre-trained deep learning model called 

MobileNet.To perform this challenge of detecting an item in an image or video, I used OpenCV libraries, Python, and NumPy. 

This enhances the accuracy of behavior recognition at a processing speed required for real-time detection and daily monitoring 

requirements indoors and outdoors. 

Keywords: Object Recognition, Deep Learning, CNN, Single Shot Multi-Box Detector, OpenSource Computer Vision, 

MobileNet V3. 

 

I. INTRODUCTION  

Object detection is now employed in a variety of fields around the world, including surveillance cameras, pedestrian displays, self-

driving cars, and facial recognition. The sub-discipline of Object Detection in the Deep Learning field comprises an image such as a 

picture, video, or webcams[1].Object detection from videos is an important task in video surveillance applications these days. 

Object identification is a technique for identifying necessary items in video streams and clustering their pixels.Object detection is 

the process of extracting and classifying real-world object instances from photos or videos, such as a car, bike, TV, flowers, and 

persons. Because it allows for the recognition, localization, and detection of many objects within an image, an object detection 

approach allows you to analyse the features of an image or video[2].Object detection is the process of locating and classifying items 

using rectangular bounding boxes to identify them and sort them into categories. Object detection and object categorization, as well 

as semantic segmentation and instance segmentation, have certain connections. Face detection, text detection, pedestrian detection, 

logo detection, video detection, vehicle detection, and medical image detection are all examples of object detection, which has vital 

uses in both scientific study and effective industrial production[3].Object detection has come a long way since R-CNN predicted it 

in 2014, based on DNN. Eventually, object identification algorithms include SPP-NET, Fast-RCN, Faster RCNN, and R-FCN, 

which are all based on R-CNN. The efficiency of these methods was high; although, a network structure is made up of numerous 

elements in a complicated interaction[1].The complex DNN model for the recognition of things can accomplish high 

accuracy.However, they require a massive number of computation and setup variables, which aren't really appropriate for all 

systems.Conventional methods can be used to handle this challenge, however Convolutional Neural Networks (CNN) appear to be 

a viable option for systems. Because it is impossible to process live video with the SSD-MobileNet[4] paradigm in an embedded 

device, we investigated strategies that would allow us to speed up video processing times with minimal loss of accuracy in 

asystem.The following is one of the specific contributions of my work:  A evaluation of systems for a counting application in terms 

of accuracy, performance, and processing times. The object detection method is SSD-MobileNet. The trained data set includes of 

our own photos for each of the five classes, a well-known data setMS-COCO (91 classes). 

As a result, a single network and faster performance are required. As a result, the Single Shot Multi-Box Detector is built on 

MobileNet and features additional layers such as feature extraction layers that were designed specifically for real-time object 

recognition, removing the need for a region proposal network and speeding up the process. SSD makes various modifications to the 

multi-scale features and default boxes idea to compensate for the reduction in precision.  
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There are two parts to the SSD object detection: To detect objects, first extract feature maps and then apply convolution 

filters[6].Mobilenet-v3 networks now provide a decent balance of processing speed and object detection accuracy. As a result, we 

chose the Mobilenet-v3 network, which is supported by many embedded platforms, as the backbone network for the development 

of the proposed compact object detection model, taking into consideration the restrictions of the device[8].Section II of this paper 

discusses related work, Section III details the proposed technique, and Section IV depicts the conclusion. 

 

II. RELATED WORK 

They employed RGB-depth videos, single and multiple viewpoints, and only single networks in this paper [9]. All of the datasets 

they utilized perform single activities, with one individual executing one task at a time. On the three types of datasets, this work 

gives a review of several state-of-the-art deep learning-based approaches proposed for human action recognition. However, these 

methods have a number of disadvantages, including the necessity to create big datasets, the fact that performance is dependent on 

the magnitude of the network weights, and the fact that hyper-parameter adjustment is difficult. Multiple networks from different 

streams are also necessary to recognise multiple human actions at the same time.The methods employed in this project are 

Convolutional Neural Networks, which are used for identifying head posture, mouth motions, and face detection in this paper [10]. 

This research proposes a collection of techniques for online evaluation abnormal behavior monitoring based on image data. The 

monitoring of anomalous behavior such as turning heads and talking during the online test is done through the application of head 

pose estimation based on convolutional neural networks and threshold-based mouth state assessment, as well as the combination of 

specific decision rules. However, it detects all noticeable face motions, resulting in false reports and a low identification rate.The 

researcher applied convolutional neural networks and deep neural networks, as well as a variety of dataset models, in this 

publication [11]. Object detection systems such as GoogleNet, AlexNet, ResNet, ResNeXt, SENet, DenseNet, and others are 

utilized. Animal detection, handed arms detection, human detection, and several other image object detections are also included. 

There are a few drawbacks to this project. Researchers can reduce the false positive rate by employing more models and evaluating 

the system, or by pre-processing the pictures and using videos. Three separate pre-trained datasets were employed by the author. 

MobileNetv2, GoogleNet, and MobileNetv3 are the three. According to the results of this method present in this study [12], 

MobileNetV3 [15] is appropriate for handgun detection since it provides a perfect match between prediction speed and precision. 

The proposed model had a training accuracy rate of 96%. Real-time detection in live videos and photos was used in the tests. The 

system has an SMS capability that allows it to send an alarm message to the supervisor once a firearm is spotted.The proposed 

method can be utilised for a variety of purposes, including real-time identification of guns in supermarkets. This review study [13] 

provides a thorough and in-depth examination of deep learning-based object detection algorithms. Backbone networks, detection 

designs, and loss functions are three parts of it. It also provides a thorough examination of the difficult issues. To offer a complete 

examination of complicated situations, the authors used Deep CNNs, Recurrent CNNs, and Support Vector Machines. More 

accurate detection frameworks can increase the real-time and accuracy of embedded detection applications, allowing object 

detection to be used in numerous applications. There is still a scarcity of research on object detection in 3D images and depth 

images (RGB-D), which necessitates additional attention. The current object detection algorithm is mostly intended for photos of 

small and medium size. In addition, the accuracy of detecting different scales of objects in high definition photographs is incredibly 

low. The object detection algorithm in this paper [14] can recognise objects at up to 14 frames per second, therefore even low-

quality cameras with any frame rate can yield good results. They just use a webcam with a frame rate of 6 frames per second. The 

SSD method demonstrated interior and outdoor input video frames through camera in our testing, but the placement of the objects 

differed between two consecutive frames. The video acquired by the webcam, as well as the algorithm, convert the size of a single 

frame to 300 x 300 pixels.The SSD can generate numerous anchor boxes for multiple categories with varying confidence levels by 

employing a greater proportion of default boxes, which can have a stronger effect, and distinct boxes for each position. The author 

is merely utilizing a webcam to detect items. Furthermore, the webcam is limited to 14 frames per second.The author of this 

paper[16]employed the Pascal VOC [19] dataset in the experiments for network model training and testing in order to evaluate the 

detection performance of the proposed Mobilenet-SSDv2 detector. They also evaluated the new detector's object detection accuracy 

to that of the existing MobileNet-SSD detector. The network model's input picture format is a 512x512 RGB color image. They 

used a 200-epoch SGD method optimizer to train the proposed network. Based on the MobileNet-v2 backbone network, they 

suggested a lightweight network design with better feature extraction. However, the optimizer they utilized consumes a lot of 

memory, and the network's computation rate is extremely poor.The article [17] describes a series of algorithms that use a 

Convolutional Neural Network to handle characteristics such as video resolution, bit rate, and extra hardware (VPU) for video 

processing.  
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A comparison is made between an SSD-MobileNet model with self-trained and pre-trained training. The goal is to produce high 

performance metrics and fast execution time, which will allow a vehicle counting system to be implemented in a low-capacity 

embedded device. They could include enhancements to the automobile counting, notably in the tracking block, allowing for 

accurate vehicle tracking even as the number of skip frames grows.They attempted to recognise an object that was shown in front of 

a webcam in this study[18]. The generated model was evaluated and trained using Google's TensorFlow Object Detection API 

framework. They concentrated on threading methodology to enhance fps, which resulted in a significant reduction in processing 

time. The detecting rate of the item decreases as the distance between the webcam and the object increases due to the 1.3mp web 

camera's inadequate pixel capacity. Furthermore, detecting a single object takes approximately three seconds, which is a significant 

constraint. 

 

III. PROPOSED METHODOLOGY 

A. Object Detection 

Every object in the bounding box is classified and localised using object detection.Object recognition in computer vision is as 

straightforward as it sounds: it focuses on detecting, identifying, and locating things. Image categorization is used for object 

detection. The sliding window approach [23], which is the most basic strategy for detecting objects, is used to reduce time 

complications in detection techniques.To search over the objective image, a window of suitable size M x N, also known as a 

bounding box, is chosen in this method.These methods can be divided into two groups: region proposal-based methods and 

classification-based methods. Single shot detector (SSD) [5] is one of the classification-based methods used in our model. 

 

B. Related Technology: 

1) Deep Neural Network: Deep learning is a type of machine learning. It allows a computer to learn how to predict and classify 

information by filtering inputs through layers. Images, text, and audio can all be used to express observations. The way the 

human brain filters information is the source of inspiration for deep learning.When machines can perform tasks that would 

normally need human intelligence, artificial intelligence becomes vital. It falls under the machine learning layer, in which 

machines may adapt to new experience and develop abilities without the need for human intervention. Artificial neural 

networks, algorithms inspired by the human brain, learn from enormous volumes of data in deep learning, which falls under 

machine learning. Learning is enabled by the many (deep) layers of neural networks.  

2) Convolutional Neural Network: CNNs have proven to be effective in picture recognition and categorization. They are deep 

learning algorithms that accept video/image input, give weights and bias to various parts of the image, and then discriminate 

them from one another. They try to make use of the spatial information contained within an image's pixels.CNNs are the most 

extensively used deep learning algorithms and the most well-known type of neural network, mostly in high-dimensional data 

such as photos and videos. It's a neural network (NN) architecture with multiple layers.It's a multi-layer neural network (NN) 

architecture with convolutional layers (or layers) followed by fully connected (FC) layers (s). Between these two levels, 

subsampling layers can occur. 

3) Convolutional Layer: The outcome of linked inputs in the receptive field is determined by this layer, which is the primary 

building element of a convolutional neural network. Kernels are concatenated over the height and width of the data sets, 

calculating the matrix multiplication in between input and filter values, to get this result. 

4) Non-linearity Layer: When represented, nonlinear functions are quite important and have a degree greater than one. The 

primary goal of this phase is to convert the input signal into an output signal, which will then be used as an input in the next 

layer. Non-linearity layers come in a variety of shapes and sizes, including sigmoid, Tanh, ReLU, and others. 

5) Pooling Layer: The Pooling layer, much like Convolutional Layer, is responsible for shrinking the Convolved Feature's size of 

the image. Through dimensionality reduction, the computer power required to process the data is reduced. It's also beneficial 

for extracting rotatable and spatial consistent high - level features, which helps keep the model's training process flowing 

efficiently. 

6) Fully Connected Layer: FC layers comprise standard deep NN layers that attempt to derive predictions from activation 

functions for classification and regression problems. Implementing a Fully-Connected layer is a (typically) low-cost approach 

of training non-linear combinations of high-level information represented by the convolutional layer's outcome. 

7) Classification\Loss Layer: This loss layer specifies how the training prevents variation between the true and predicted labels, 

hence it is mostly utilized to direct the NN training phase. Different loss functions, including as Softmax, cross-entropy, and 

others, may be used in DCNN to fit particular tasks. 
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C. Data Model 

Deep CNN contributed significantly in a number of areas, including picture recognition and classification, and as a result, they have 

become widely accepted benchmarks. The contemporary structure of Deep CNN, that we utilised in our project, is discussed in this 

section. 

 

D. MobileNet v3 

MobileNetV3 is the premastered edition of the framework that supports many popular mobile applications' visual analysis 

capabilities. Popular platforms like TensorFlow Lite have also adopted the approach. The improvements in computer vision and 

deep learning in general, as well as the limits of mobile contexts, must be carefully balanced by MobileNets. The use of Machine 

learning algorithms to discover the highest suitable neural network design for a given task is MobileNetV3's key contribution. This 

contrasts with previous incarnations of the architecture's hand-crafted design. In research paper [6], detailed most current 

developments to the MobileNets framework.We utilized MobileNetV3 object detection models within classification models, which 

decreased detection latencies by 25% for the MS-COCO dataset[22] compared to MobileNetV2 at the very same 

precision.MobileNet employs 3x3 depth-wise separate convolutions, which need up to 8 times less processing than ordinary 

convolution while achieving just a minor drop in accuracy. Object identification, fine grain categorization, facial characteristics, 

and large scale-localization are some of the applications and use cases [27]. 

 

 
Fig. Archeture of MobileNet v3  

 

 

1) Non-Maximum Suppression: NMS (Non-Maximum Suppression) is a computer vision approach that is utilised in a variety of 

tasks. It's a group of methods for picking one thing (like bounding boxes) out of several other overlapping ones. The most 

typical criteria are some kind of frequency number and some kind of overlap metric. We used NMS to reduce a large number 

of observed bounding boxes just to very few. These windows are said to contain just one object, and each class is assigned a 

probability/score by a classifier. After the detector generates a huge number of bounding boxes, the best ones must be filtered 

away. 

2) Single Shot Multi-Box Detector: SSD Object Detection generates a subset of features from a CNN-based deep learning model 

and then implements convolution filters to recognise things. The base network in our approach is MobileNet.When employing 

multibox, a one-shot detector like YOLO uses only one shot to detect numerous objects in an image. It has a substantially faster 

object detecting system with good accuracy. With object detection in SSD[25], detection rate accuracy is accomplished by 

utilising numerous boxes or filters of various sizes and aspect ratios. These filters are also applied to various extracted features 

from a network's subsequent phases. This facilitates detection at various scales.On VOC2007, a fast comparison of the speed 

and accuracy of various object identification models. When compared to two-shot RPN-based techniques, SSD is substantially 

faster. At 59 frames per second, the SSD300 delivers 74.3 percent mAP, while the SSD500 scores 76.9% mAP at 22 frames per 

second.  

3) Caffe Model: Berkeley AI Research and community collaborators created Caffe [24][26], a deep learning framework. Caffe 

was created as a quicker and more convenient object detection framework than existing systems. With a single NVIDIA K-40 

GPU, Caffe can compute 60 million photos per day. Inference takes 1 millisecond each image, while learning takes 4 

milliseconds per image. Caffe is indeed a deep learning platform that prioritises flexibility, performance, and simplicity. 

Berkeley AI Research (BAIR) and community collaborators are working on it. 
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III. IMPLEMENTATION 

A. Dataset Requirement 

Using the OpenCV library and a deep learning pre-trained model, we attempted to recognise objects. The SSD approach was used 

to pre-train our model. To implement the SSD approach, we used pre-trained models from Mobilenets. On the basis of the trained 

model, this approach can classify labels. We used the MS-COCO dataset[22] as shown in fig 2, which had 91 classes.We load the 

input video as well as the static pictures as input and convert it to a single frame input drop by scaling each frame to a set size of 

300x300 pixels. Our pre-trained models have two files: one for configuration and the other for weights. As a result, the model is a 

representation of how neurons are grouped in a neural network: 1- Configure and 2- Weights.The training/validation split was 

modified from 83K/41,000 to 118K/51,000 in 2017. The same photos and annotations are used in the new split. The 2017 testing 

set is a variant of the 2015 test set's 41K pictures. A fresh unlabelled dataset of 123K photos is included in the 2017 edition2969. 

 

 

Fig.  MS-COCO Large Dataset. 

 

B. MobileNet-SSD-v3 Architecture 

Google used the MobileNet network model [20] to minimize computational complexity and improve the SSD detector's real-time 

performance. The SSD detector's backbone network model is the MobileNet network.On a real-time basis, the MobileNet approach 

is used to improve the SSD algorithm and speed rating precision. To detect several objects, this method necessitates taking a single 

shot. For detecting purposes, the SSD is a neural network architecture design. This implies that both localization and categorization 

are taking place at the same time. The default box set's restricted output space is revealed by SSD. This network quickly analyses a 

default box for the presence of different object classes and combines the box to fit what's inside. This network also accommodates a 

variety of models with varying sizes of natural bonds and resolutions.We also utilised Non-Maximum Suppression to reject the 

majority of these bounding boxes either their confidence is low or just because they enclose the very same object like another 

bounding box with a high level of confidence score. 

 
Fig.  SSD model architecture using MobileNet_v3 
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IV.  RESULT ANALYSIS 

The MS-COCO[21] dataset was used in our experiment to validate the detection results of the proposed pre-trained Mobilenet-

SSDv3 detector. Our network model's input image format is a 512x512 RGB color filter. The proposed detector, on the other hand, 

can greatly improve processing speed and detection accuracy. Our object detection method can detect objects at up to 30 frames per 

second. The SSD method demonstrated interior and outdoor feed video frames through camera as well as through static images in 

our testing, but the position of the objects differed between two consecutive frames. The video acquired by the webcam, as well as 

the algorithm, convert the size of a single frame to 300 x 300 pixels. The SSD can generate numerous bounding boxes for different 

classes with varying confidence levels by employing a higher proportion of default boxes, which can have a stronger effect, and 

distinct boxes for each location. Frame difference is used in this suggested single-shot multi-box detection approach. 

 

V. CONCLUSION 

Deep learning-based object detection has been a research hotspot in recent years.In this research, we attempted to recognise an 

object that was displayed in front of a webcam. MobileNet and Single Shot Multi-Box Detector were used to pre-train the 

generated model. Reading a frame from a web camera generates numerous problems, so a good frames per second solution is 

designed to reduce Input / Output concerns. Based on the Mobilenet-v3 backbone network, we suggested a lightweight network 

design with better feature extraction. We integrate the Mobilenet-v3 and SSD models to increase the feature map of the input 

image and the back-end detection network's detection accuracy.We are able to detect objects more precisely and identify them 

individually based on testing results, with the specific location of an object in the frame in the x,y axis. This study also includes 

experimental findings on various approaches for item identification and detection, as well as a comparison of the efficiency of 

each approach.For x86 hardware with minimal resources, this is really a huge benefit. Experiments demonstrate that the proposed 

Mobilenet-SSDv3 detector not only preserves the original MobileNet-SSD detector's benefit of fast processing, but also 

considerably enhances detection performance.This is achieved by combining two techniques: deep learning with OpenCV for 

object detection, and OpenCV for efficient, threaded video streaming.By using MobileNet and the SSD detector for object 

detection, a high precision object detection approach has been established, making it efficient to all cameras. Our system can 

recognise objects in its dataset, such as cars, a motorcycle, bottles, a couch, and so on. The goal of this study is to create an 

autonomous system in which object and scene recognition aids the community in making the system more engaging and 

appealing. 
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