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Abstract: The main goal of the study is to inspect the performance of the different Supervised Algorithms for the improving the 
Parkinson Disease diagnosis by detection. We have used Five machine learning techniques for the detection of Parkinson 
Disease datasets. KNN,LR,DT,NB and XGBoost were used for the prediction of Parkinson Disease. The Performance of the 
classifiers is evaluated via, precission, Accuracy, F1-Score, Recall and Support. Where after computing with different classifier 
we got result as KNN shows the accuracy level 96% for Parkinson Disease. XGBoost achieved the second highest classification 
accuracy of 91%. Moreover, in the terms of accuracy for analyzing the Parkinson Disease dataset ,NB achieved the lowest 
accuracy of 76%. In our study has emphasized the current Parkinson Disease research trends and scope in relational to clinical 
research fields by machine learning technique .That will be effective impact in field of Parkinson Disease. 
Keywords: classification, KNN, Decision tree, XGBoost, Naïve bayes , logistic regression. 
 

I. INTRODUCTION 
Parkinson's diseases is a Neurodegenerative disease It is a progressive pathology that affects the brain and the nervous system, 
leading. to the death of nerve cells. The most known and frequent ones are Alzheimer's and Parkinson's diseases Parkinson’s 
disease, is particularly linked to the loss of dopamine producing neurons in the basic ganglia. which has human, social and financial 
impacts, on a personal, professional and social level. The medication fees for Parkinson's disease are very expensive. At the 
moment, no cure has been found. Medication is limited to treatments, at an early stage, to improve the patient's quality of life. 
Several methods have been used to detect the symptoms of Parkinson's disease, but most of them require motor actions that appear 
only in an advanced state of the disease.  Most used traditional methods for the determination of the disease, are costly invasive 
methods namely SPECT and CT tomography’s which are effective, essentially, in the mature stage of the disease. Besides classic 
methods, practitioners adopt several diagnostic paths. Some of them were based on handwriting by considering the relationship 
between handwriting and nervous system problems. Others have relied on peripheral biomarkers for early detection of  PD.  
The detection of Parkinson's disease is based on the use of different classifiers. The distinction between them is based on 
measurement criteria, namely classification accuracy, F1-score , Recall, Precision, R2-score ... etc. Each of these measurement 
criteria has formulas to calculate it and conclude which is the most qualitatively adequate classifier for the study. Before defining 
these criteria, we must focus on the confusion matrix Called a contingency table, it is a tool for measuring the performance of a 
learning model, checking how far its predictions are correct, compared to reality in classification problems. 

II. METHODOLOGY 

 
Fig 1 :  Architectural design for predicting   Parkinson Disease 
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A. Data Collection 
Parkinson Disease Datasets 
In this Project, we used the Parkinson disease data from provided by the UCI Machine Learning Repository this dataset is consisting 
of 195 patient data with 23 features of voice data set is used.  
'https://archive.ics.uci.edu/ml/machine-learning-databases/parkinsons/parkinsons.data' 
 
B. Data Pre-processing  
In this section, firstly we extracted features from the Parkinson disease datasets. We picked the 23 columns and 195 entries of data. 
Then missing data  and huge number of functions in the data collection, the data is very challenging to use effectively. This 
technique eliminates duplicate information, conflicting data, noisy, incomplete data, and. To boost the network's classification 
efficiency and  redundant values. They are 23 features from the dataset which were we collected. There is no duplicate data is 
present in this dataset and no columns of the dataset contains any Missing Values.       

 

 
Fig 2  : Attribute  Details For Diagnosis Of PD Patient 
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C. Machine learning Thecniques 
1) Decision Tree Classifier: Decision Tree is a Supervised learning technique that can be used for both classification and 

Regression problems, but mostly it is preferred for solving Classification problems. It is a tree-structured classifier, 
where internal nodes represent the features of a dataset, branches represent the decision rules and each leaf node represents the 
outcome. In a Decision tree, there are two nodes, which are the Decision Node and Leaf Node. Decision nodes are used to make 
any decision and have multiple branches, whereas Leaf nodes are the output of those decisions and do not contain any further 
branches. The decisions or the test are performed on the basis of features of the given dataset. 

2) Logistic Regression: Logistic Regression was mostly used in the biological research and applications in the early 20th century 
(Jr, Lemeshow, & Sturdivant, 2013). Logistic Regression (LR) is one of the most used machine learning algorithms that is used 
where the target variable is categorical. Recently, LR is a popular method for binary classification problems. Moreover, it 
presents a discrete binary product between 0 and 1. Logistic Regression computes the relationship between the feature variables 
by assessing probabilities (p) using underlying logistic function. 

3) Naive Bayes:  Naïve Bayes algorithm is a supervised learning algorithm, which is based on Bayes theorem and used for solving 
classification problems. It is mainly used in text classification that includes a highdimensional training dataset. Naïve Bayes 
Classifier is one of the simple and most effective Classification algorithms which helps in building the fast machine learning 
models that can make quick predictions. It is a probabilistic classifier, which means it predicts on the basis of the probability of 
an object. 

4) KNN Classifier: K-Nearest Neighbour is one of the simplest Machine Learning algorithms based on Supervised Learning 
technique. K-NN algorithm assumes the similarity between the new case/data and available cases and put the new case into the 
category that is most similar to the available categories. K-NN algorithm stores all the available data and classifies a new data 
point based on the similarity. This means when new data appears then it can be easily classified into a well suite category by 
using K- NN algorithm. K-NN algorithm can be used for Regression as well as for Classification but mostly it is used for the 
Classification problems.It is also called a lazy learner algorithm because it does not learn from the training set immediately 
instead it stores the dataset and at the time of classification, it performs an action on the dataset. KNN algorithm at the training 
phase just stores the dataset and when it gets new data, then it classifies that data into a category that is much similar to the new 
data. 

5) XGBoost Classifier: XGBoost is a popular and efficient open-source implementation of the gradient boosted trees algorithm. 
Gradient boosting is a supervised learning algorithm, which attempts to accurately predict a target variable by combining the 
estimates of a set of simpler, weaker models.  XGBoost may be formally defined as a decision tree-based ensemble learning 
framework that uses Gradient Descent as the underlying objective function and comes with a lot of flexibility while delivering 
the desired results by optimally using computational power. 

 
D. Evaluation Criteria 
In this work, we used five supervised learning techniques for the detection of Parkinson disease. Therefore, the performance 
measurements of the classifiers are evaluated by different statistical procedures. Such as Recall, Precision, F1-Score  and R2-Score  
etc.  
Hence, the computation method of the measurement considerations are as follows. 
푃푟푒푐푖푠푖표푛 = 푇푃/ 푇푃 + 퐹P          
퐴푐푐푢푟푎푐푦 = 푇푃 + 푇푁/ 푇푃 + 푇푁 + 퐹푃 + 퐹푁            
Recall or sensitivity = 푇푃 / (푇푃 + 퐹 )       
퐹푠푐표푟푒 = 2 ∗ 푝푟푒푐푖푠푖표푛 ∗ 푠푒푛푠푖푡푖푣푖푡푦/   푝푟푒푐푖푠푖표푛 + 푠푒푛푠푖푡푖푣푖y      
  

III. RESULTS AND DISCUSSION 
Here we have evaluated the five-machine learning supervised algorithms for detection of Parkinson Disease. The analysis of five 
classification techniques were evaluated and we have got different accuracy with different algorithm. 
In this section we have lead a comparison between five different machine learning classifier where we have compared the Accuracy, 
Precision ,F1-Score,Recall and R2-Score values which we have got by this analysis. 
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Table 1 : Comparison Table 

 
IV. ANALYSIS OF RESULTS 

According to the performance measurements of three classification algorithms are presented in figure. The results clearly show that 
the KNN reached to the highest accuracy (96%) and DT achieved the second highest accuracy. where as Naive Bayes has achieved 
lowest accuracy (76%), respectively. Finally, KNN is the highest performer by overall performance. 

 
Fig 3 : Classification performance graph 

 
V. CONCLUSION 

In this analysis, we have illustrated five supervised learning machine learning approaches. Afterwards, we evaluated the 
performance of the five classifiers which are used in the prediction of Parkinson disease and assessed their performance using 
different statistical methods. The tentative performance shows that the KNN  have achieved the highest performance than the other 
four classifiers within the Parkinson datasets. It is 96%.hence we can say that KNN perform good comparative to other classifier . 
This analysis has used five machine learning techniques for the detection of Parkinson disease based on several parameters. this 
application will be able to detect in Parkinson disease in very few minutes and notify dangerous probability of having disease. In 
very minimal steps we can predict the person is healthy or PD patient. 
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