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Abstract: Early and precise identification of colon cancer plays a crucial role in enabling timely treatment and enhancing
patient survival rates. Manual analysis of colonoscopy images is often time-consuming and subject to variability among
clinicians.

This study proposes an automated deep learning-based framework that performs colon cancer segmentation and image
generation by employing Attention U-Net and the Pix2Pix Generative Adversarial Network (GAN). The Attention U-Net
facilitates accurate delineation of cancer-affected areas, whereas the Pix2Pix GAN produces realistic synthetic images to
improve dataset variability. A Sine Cosine Algorithm (SCA) is applied for hyperparameter optimization to improve model
performance. Experimental results indicate improved segmentation accuracy and generalization, demonstrating the potential of
the proposed system to support reliable and efficient colon cancer diagnosis.

L. INTRODUCTION
Colon cancer remains a major contributor to cancer-related deaths across the globe, and its survival rate significantly improves
when detected at an early stage. Colonoscopy imaging is the primary diagnostic tool used by clinicians to identify abnormal regions
such as polyps and malignant tissues in the colon. However, manual analysis of colonoscopy images is time-consuming, highly
dependent on the clinician’s expertise, and prone to inter-observer variability, especially when lesions are small or visually
ambiguous.
Recent progress in deep learning techniques has demonstrated significant effectiveness in medical image analysis, especially for
segmentation and image synthesis applications. Convolutional Neural Networks (CNNs), particularly encoder—decoder models such
as U-Net, are extensively utilized in medical image segmentation because of their capability to extract detailed spatial features.
Nevertheless, segmentation performance can degrade when training data is limited or lacks diversity, which is a common challenge
in medical datasets.
To overcome these limitations, this work introduces an advanced framework for colon cancer segmentation and image synthesis
that combines Attention U-Net with the Pix2Pix Generative Adversarial Network (GAN). The Attention mechanism enables the
model to focus on clinically relevant regions, improving segmentation accuracy, while the Pix2Pix GAN generates realistic
synthetic colonoscopy images to enhance dataset diversity. Additionally, the Sine Cosine Algorithm (SCA) is employed for
hyperparameter optimization, ensuring optimal learning rates, filter sizes, and network depth for improved model performance. By
combining segmentation, image synthesis, and optimization into a unified framework, the proposed system aims to deliver accurate,
robust, and generalizable colon cancer detection. This approach reduces dependency on large annotated datasets and supports
clinicians by providing reliable Al-assisted diagnostic outputs, contributing to early detection and improved clinical decision-
making.

1. LITERATURE REVIEW

Early approaches for colon cancer and polyp detection relied on traditional image processing and machine learning techniques
using handcrafted features and classical classifiers. While these methods offered basic automation, they were highly sensitive to
noise, lighting variations, and complex backgrounds in colonoscopy images, limiting their reliability and generalization.

The adoption of deep learning methods, especially Convolutional Neural Networks (CNNs), has substantially enhanced the
performance of medical image analysis. U-Net—based architectures became widely adopted for colon cancer segmentation due to
their encoder—decoder structure and ability to preserve spatial details. However, standard U-Net models often faced difficulties in
accurately segmenting small or irregular lesions and distinguishing cancerous regions from surrounding tissues.
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To improve segmentation accuracy, attention mechanisms were incorporated into U-Net-based architectures. Attention U-Net
enabled the network to focus on clinically relevant regions, improving boundary delineation and localization accuracy.
Simultaneously, Generative Adversarial Networks (GANSs), particularly Pix2Pix models, were investigated for medical image
synthesis and dataset augmentation. GAN-generated synthetic images were shown to improve training robustness and reduce
overfitting in data-limited medical scenarios.

Recent research has highlighted the importance of optimization strategies in enhancing the effectiveness of deep learning models.
Metaheuristic optimization methods have been utilized for efficient hyperparameter tuning, resulting in improved convergence and
higher accuracy. However, existing works largely address segmentation, image synthesis, or optimization independently. This
limitation motivates the proposed approach, which integrates Attention U-Net, Pix2Pix GAN, and Sine Cosine Algorithm into a
unified framework for accurate and robust colon cancer analysis.

1. PROPOSED METHODOLOGIES
A. Data Collection
The dataset employed in this work comprises colonoscopy images paired with their corresponding ground truth segmentation
masks. The images represent both normal and cancerous regions of the colon. All collected data are anonymized to protect patient
confidentiality and stored in standard image formats compatible with deep learning models. The paired image-mask structure
enables supervised learning for accurate segmentation and image synthesis.

B. Preprocessing

1) Images are resized to a fixed resolution.

2) Pixel values are normalized.

3) Noise reduction and contrast enhancement are applied.
4) Masks are aligned with input images.

C. Data Augmentation

1) Horizontal and vertical flipping.

2) Rotation, translation, and zooming.

3) Brightness variations to improve generalization.

D. Segmentation Using Attention U-Net

1) Encoder—decoder architecture extracts spatial features.
2) Attention gates focus on cancerous regions.

3) Dice-based loss improves boundary accuracy.

E. Image Synthesis Using Pix2Pix GAN

1) Generator creates realistic colonoscopy images.

2) Discriminator distinguishes real and synthetic images.

3) Synthetic data improves robustness and reduces overfitting.

F. Hyperparameter Optimization Using SCA
1) Optimizes learning rate, batch size, and network depth.
2) Improves convergence speed and segmentation accuracy.

G. Model Evaluation

1) The dataset is divided into training, validation, and testing subsets for performance evaluation.
2) Performance measured using Dice coefficient and loU.

3) Visual analysis of segmentation and synthesized outputs.
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Figure 1. Workflow of Proposed Work

V. IMPLEMENTATION
A. Data Preparation
1) Colonoscopy images along with their associated ground truth segmentation masks are acquired for model training.
2) All images are resized to a predefined input resolution to maintain consistency during processing.
3) Pixel values are normalized to the range [0,1].
4) Data augmentation (rotation, flipping, zooming) is applied to reduce overfitting.
5) The processed images are utilized as inputs for both segmentation and image synthetic tasks.

B. Pix2Pix GAN-Based Image Synthesis

1) Pix2Pix GAN is employed to generate synthetic colonoscopy images.

2) The generator learns a mapping from segmentation masks to realistic images.
3) The discriminator distinguishes real image—mask pairs from synthetic pairs.
4) Adversarial training improves realism and structural consistency.

5) Generated synthetic images are added to the training dataset.

6) Synthetic outputs improve data diversity and model generalization.

C. Attention U-Net-Based Segmentation

1) Attention U-Net is used for pixel-level colon cancer segmentation.

2) Encoder extracts hierarchical spatial features from input images.

3) Attention gates focus on cancer-relevant regions.

4) Decoder reconstructs high-resolution segmentation masks.

5) The network is trained using a combination of real images and GAN-generated synthetic data.
6) Improved boundary detection and localization accuracy are achieved.
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Training Strategy and Optimization

The dataset is divided into training, validation, and testing subsets for effective performance assessment.
Dice-based loss function handles class imbalance.

Sine Cosine Algorithm (SCA) optimizes hyperparameters.

Optimized parameters include learning rate and batch size.

Optimization improves convergence speed and training stability.
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Figure 2. Loss Curve

Model Evaluation
Model performance is assessed using previously unseen test images.
Performance metrics including Dice Coefficient and Intersection over Union (loU) are calculated.
The predicted segmentation masks are superimposed on the original images for visual analysis.
Generated outputs include:

0 Synthetic colonoscopy images

0 Predicted segmentation masks

0 Overlay images highlighting cancer regions
Visual and quantitative results validate system effectiveness.
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Figure 3. DiceScore Curve
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V. RESULT
The proposed deep learning framework was tested on colonoscopy images to evaluate segmentation performance and training
stability. The model demonstrates smooth convergence with consistently decreasing loss values across training epochs. Both
Intersection over Union (loU) and Dice coefficient exhibit consistent improvement across training and validation datasets,
demonstrating precise pixel-level segmentation and good generalization capability. The close correspondence between training and
validation curves indicates minimal overfitting and stable learning behavior, confirming the effectiveness of the proposed Attention
U-Net—based segmentation method.

A. Training Performance and Convergence
The training process demonstrates stable and effective learning behavior across the selected 50 epochs. Training accuracy shows a
consistent upward trend and reaches approximately 95%, confirming that the model successfully learns discriminative features
from colonoscopy images. The training loss decreases smoothly over epochs without abrupt fluctuations, indicating stable gradient
optimization. The absence of sudden divergence or instability validates the choice of 50 epochs as sufficient for achieving
convergence without overfitting.
» Training Accuracy: 93%
» Validation Accuracy: 82%

o0 Training Loss: 0.09

o Validation Loss: 0.12

B. Validation Performance and Segmentation Accuracy

Validation performance is evaluated using the Dice coefficient and Intersection over Union (loU), which are commonly adopted
metrics in medical image segmentation tasks.

The validation Dice score stabilizes at approximately 0.85, demonstrating accurate boundary-level segmentation of cancerous
regions. Likewise, the validation loU score attains a value of around 0.73, confirming substantial spatial agreement between the
predicted segmentation masks and the corresponding ground truth annotations. The close alignment between training trends and
validation metrics reflects good generalization capability with minimal overfitting, demonstrating the robustness of the proposed
model.

C. Qualitative Outcome and Visual Analysis

Qualitative evaluation further supports the quantitative findings by providing visual evidence of segmentation accuracy. The
predicted segmentation masks are superimposed on the original colonoscopy images to facilitate intuitive visual interpretation. The
visual results clearly highlight cancerous regions with precise shape and boundary preservation, even in cases involving irregular or
low-contrast lesions.

These outcomes demonstrate that the Attention U-Net efficiently emphasizes clinically relevant regions while reducing background
noise, producing reliable and clinically interpretable segmentation results.
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Figure 6. Accuracy & Analysis

The results confirm that training the model for 50 epochs achieves high training accuracy, reliable validation performance, and
visually consistent segmentation outcomes. The combination of optimized training strategies, strong segmentation metrics, and
clear visual outcomes demonstrates the effectiveness of the proposed framework for automated colon cancer segmentation.

D. Summary of Experimental Results

Parameter | Value

Training Accuracy: 93%

Validation Accuracy: 82%

Training Loss: 0.09

Validation Loss: 0.12

Model Architecture | Attention U-Net

Image Synthesis Technique | Pix2Pix GAN

Optimization Method | Sine Cosine Algorithm (SCA)

Training Epochs | 50

Input Image Resolution | 256 x 256

Number of Classes | 2 (Cancer, Background)

Deployment Framework | Flask-based Web Application

The integration of GAN-based image synthesis, Attention U-Net architecture, and optimized training enables the proposed model to
achieve reliable segmentation accuracy with controlled loss, while maintaining stable convergence and practical computational
efficiency. The adoption of a 256 x 256 image resolution achieves an effective balance between segmentation accuracy and
computational efficiency, making the system suitable for real-world colon cancer analysis.

VI. CONCLUSION
This study introduces an effective deep learning—based framework for automated colon cancer segmentation that integrates an
Attention U-Net architecture with Pix2Pix GAN-based image synthesis and Sine Cosine Algorithm—based optimization. The
proposed model demonstrates stable training behavior and reliable segmentation performance when trained for 50 epochs on
colonoscopy images resized to 256 x 256 resolution.
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Experimental results show a training accuracy of 93% and a validation accuracy of 82%, with controlled training and validation loss
values of 0.09 and 0.12, respectively, indicating good generalization and minimal overfitting.

The integration of GAN-generated synthetic data improves robustness by addressing data scarcity, while attention mechanisms
enable precise localization of cancerous regions with clear boundary delineation. The experimental results confirm that the proposed
method delivers accurate and visually interpretable segmentation while maintaining reasonable computational complexity, making it
suitable for practical medical image analysis. Overall, this study highlights the potential of combining segmentation, image
synthesis, and optimization techniques to support reliable and efficient colon cancer diagnosis.

The incorporation of Pix2Pix GAN-generated synthetic images plays a significant role in mitigating data scarcity and enhancing
model robustness, while the attention mechanism enables the network to focus on diagnostically important regions and suppress
irrelevant background features. Moreover, the selected image resolution and optimized training strategy strike a balance between
segmentation accuracy and computational efficiency, making the framework suitable for practical deployment. The implementation
and deployment of the model through a web-based interface further demonstrate its applicability in real-world clinical decision-
support systems.
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