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Abstract: This study gives efficient approach to classify ECG signals with high accuracy. Each heartbeat is a combination of 
action impulse waveforms produced by different specialized cardiac heart tissues. Heartbeats classification faces some 
difficulties because these waveforms differ from person to another, they are described by some features. These features are the 
inputs of machine learning algorithm.  
Multiples classifiers are proposed for ECG classification, these classifiers are used mostly in Big Data and Machine Learning 
fields by the weighted voting principle. Each classifier influences the final decision according to its performance on the training 
data.  
Parameters of each classifier are adjusted on the basis of an individual classifier’s performance on the training data by applying 
the pseudoinverse technique. 
Keywords:  pseudoinverse, stenosis , nontraumatic , Spark–Scala , artefact removal. 

 
I. INTRODUCTION 

Millions of people suffer from irregular heartbeats which can be lethal in some cases. Therefore, accurate and low-cost diagnosis of 
arrhythmic heartbeats is highly desirable. Many studies have developed arrhythmia classification approaches that use automatic 
analysis and diagnosis systems based on ECG signals. The most important factors for the analysis and diagnosis of cardiac diseases 
are features extraction and beats classification.  
An electrocardiogram (ECG) is a complete representation of the electrical activity of the heart on the surface of the human body, 
and it is extensively applied in the clinical diagnosis of heart diseases, it can be reliably used as a measure to monitor the 
functionality of the cardiovascular system. ECG signals have been widely used for detecting heart diseases due to its simplicity and 
non-invasive nature. Features of ECG signals can be computed from ECG samples and extracted using software.  
 
A. Problem statement 
This study gives efficient approach to classify ECG signals with high accuracy. Each heartbeat is a combination of action impulse 
waveforms produced by different specialized cardiac heart tissues. Heartbeats classification faces some difficulties because these 
waveforms differ from person to another, they are described by some features. These features are the inputs of machine learning 
algorithm. 
 
B. Objectives 
 Multiples classifiers are proposed for ECG classification, these classifiers are used mostly in Big Data and Machine Learning fields 
by the weighted voting principle. Each classifier influences the final decision according to its performance on the training data. 
Parameters of each classifier are adjusted on the basis of an individual classifier’s performance on the training data by applying the 
pseudoinverse technique. The classification performance in this approach was validated on a set of ECG records with different 
temporal length. Our work is distinguished by:  
1) Number of tested records (205,146 records of 51 patients).  
2) Complexity of heartbeat types in training and testing (training records contains Normal and Abnormal beats).  
3) Using Machine learning algorithms for classification.  
4) Using big data tool (Spark–Scala). 
5) Using local host pc (according to the lack of requirements).  
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C. Proposed system  
Classification is a process of categorizing a given set of data into classes, It can be performed on both structured or unstructured data. 
The process starts with predicting the class of given data points.  
The classes are often referred to as target, label or categories. The classification predictive modeling is the task of approximating the 
mapping function from input variables to discrete output variables. The main goal is to identify which class/category the new data 
will fall into. 
Heart disease detection can be identified as a classification problem, this is a binary classification since there can be only two 
classes i.e has heart disease or does not have heart disease. The classifier, in this case, needs training data to understand how the 
given input variables are related to the class. And once the classifier is trained accurately, it can be used to detect whether heart 
disease is there or not for a particular patient. Since classification is a type of supervised learning, even the targets are also provided 
with the input data. 
 

II. LITERATURE REVIEW 
In-hospital cardiac arrest (IHCA) is a potentially catastrophic adverse outcome and one that can cause substantial stress to medical 
staff. Anticipating a patient’s physiological deterioration prior to cardiac arrest allows at risk patients to be identified. Clinical 
deterioration of respiratory, cardiac, and/or cerebral function without appropriate response to abnormal physiological variables can 
lead to cardiac arrest. Early Warning Score (MEWS) has been widely adopted as a useful clinical tool to identify those patients at 
risk of deterioration who require attention. MEWS is a summed score of routinely recorded physiological data, which includes 
measurements of systolic blood pressure, heart rate, respiratory rate, body temperature, and level of consciousness (the latter 
represented as either alert, reacting to voice, reacting to pain, or unresponsive).2 MEWS is a simple, quick bedside tool that can be 
applied by nursing staff. 
There was no significant difference in MEWS at triage between the two outcome groups. Each points increase in periarrest MEWS 
reduced the chance of survival to discharge; periarrest MEWS was also an independent predictor along with other risk factors, such 
as sex, ED diagnosis, cardiac arrest rhythm, cardiac arrest cause, and underlying comorbidities. Over the period of 30 months, 234 
nontraumatic adult patients suffered from IHCA during an ED stay and received resuscitation, and 99 patients with periarrest 
MEWS were included in the final analysis.  The limitation of our study is that all cardiac arrests occurred in the ED and in just one 
medical center; whether the result is applicable in the ward or in the intensive care unit is questionable. In our study, not all patients 
had periarrest vital signs recorded. Only 99 patients were eligible for final analyses, which is due to the limitations of a retrospective 
study. Selection bias may also exist because only those with the most critical status had complete vital signs checked before cardiac 
arrest.  
 

III. SYSTEM ANALYSIS 
A. Proposed System 
A proposed system for early detection of cardiac arrest using a machine learning approach would leverage the latest advancements 
in neural network architectures, data pre-processing techniques, and real-time monitoring capabilities. The system would integrate 
multiple modalities of cardiovascular data, including ECG signals, heart rate variability (HRV), blood pressure, and possibly other 
physiological parameters obtained from wearable sensors or medical devices. This multi-modal approach enables a more 
comprehensive analysis of cardiac health and improves the accuracy of early detection.The proposed system would feature a 
sophisticated machine learning model, potentially combining CNNs, RNNs, and attention mechanisms to capture both spatial and 
temporal patterns in cardiovascular data.  
The model would be trained on large-scale, annotated datasets, incorporating diverse patient demographics and pathological 
conditions to ensure robustness and generalization. Transfer learning techniques could be employed to leverage pre-trained models 
and adapt them to specific cardiac arrest detection tasks, accelerating model development and deployment to enhance real-time 
monitoring capabilities, the system would integrate with wearable devices or remote monitoring platforms, allowing continuous data 
acquisition and analysis. Advanced signal processing algorithms would be implemented for real-time data preprocessing, artifact 
removal, and feature extraction to improve the quality and reliability of predictions. The system would incorporate intelligent alarm 
systems to provide timely alerts to healthcare providers or patients in the event of detected abnormalities, facilitating prompt 
intervention and potentially preventing cardiac events. 
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IV. SYSTEM DESIGN 
A. System Architecture 

 
Fig-1: system architecture of heart disease prediction 

 
In this Fig-1, user use the heartbeat dataset taken as an input and then it is visualized by drawing graphs. The data that is obtained 
after visualization is ready for preprocessing i.e., acquiring the heartbeat data, importing necessary libraries and so on. Then the 
process of model building is started by taking the respective data model information our model has been created. Here we are using 
five important classification techniques to build our model. After all these processes finale output called resultant graph is obtained. 
 
1) Use Case Diagram 

 
Fig-2: Use case diagram for heart disease prediction 
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 In this Fig-2 user can interact with model and can give input and access output. Input given by user goes to model building phase 
and then after set of values are trained to get the output. The output can be visualized by user through user interface which has 
predicted output. Admin has rights to extract information about patient database which consists of patient’s health history and admin 
can also access database. 

 
2) Dataflow Diagram 
                    

 
Fig-3: Dataflow diagram for heart disease prediction 

 
In this Fig-3 dataflow diagram the input of heart features are taken as input, this raw data is preprocessed. The preprocessed data is 
then split into sub datasets one is train data and other is test data. Train data is given to model for training purpose and test data is 
directly given to classifier for further process.  
 
3) Sequence diagram                                 
 

 
Fig-4: sequence diagram for heart disease prediction 
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In this Fig-4 shows sequence diagram which explain the prediction process sequentially. User which has input data i.e. heart disease 
dataset is given to preprocessing phase, the raw data is processed to graphical data and den it is sent to splitting phase. Here data set 
is split into train and test data. This data is used for model building phase, model is built, and the output is generated this result is 
used by user for further use. 
 

V. RESULTS 
 

 
Fig-5: Datasets for input 

 
Dataset of given CSV file is shown in the fig-5. 

                          
Fig-6: DataFrame 

 
In this Fig-6 the info() method applied to a pandas DataFrame. It provides a summary of the DataFrame's structure, including the 
number of non-null values in each column, the data type of each column, and memory usage. 
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Here's what each section means: 

 
Fig-7: Output of null values 

 
In this Fig-7 output of df.isnull().sum() indicates that there are no missing values (null values) in any of the columns of the 
DataFrame. Each column has 0 null values, meaning all values are present.  

 

 
Fig-8: Output of duplicated value 

 

 
Fig-9: Output of database 

 
The describe() method applied to the DataFrame. It provides various statistics for each numeric column in the DataFrame.Here's 
what each part of the output represents: 
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Fig-10: Distribution of heart disease 

 
This Fog-10 shows that “Distribution of Heart Disease” with two categories: “No Heart Disease” and “Heart Disease”. The chart 
shows that 54.3% of the dataset does not have heart disease, while 45.7% does have heart disease.  

 
Fig-11: Age distribution 

 
This Fig-11 shows that “Age Distribution of Heart Disease”. We see that most people who are suffering are of the age of  58-60. 
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Fig-12: Distribution of fasting blood sugar 

 
This Fig-12 shows that “Distribution of fasting blood sugar”. If fasting blood sugar > 120mg/dl then : 1 (true) else fasting blood 
sugar < 120mg/dl : 0 (false). 

 
Fig-13: Distribution of chest pain type 

 
This Fig-13 shows that “Distribution of chest pain type”. Type 0=Typical Angina has 47.4%, Type 1= Atypical Angina 28.5%, 
Type 2= Non-Anginal Pain 16.6%, Type 3=Asymptomatic 7.6%. 
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Fig-14: Distribution of resting electrocardiographic results 

 
This Fig-14 shows that “Distribution of Resting Electrocardiographic Results” 
1. Type 0 = 50%: This indicates that 50% of the observed cases had a normal ECG reading, suggesting no significant abnormalities or 
signs of heart disease in half of the cases. 
2. 2. Type 1 = 48.7%: This suggests that 48.7% of the observed cases showed ST-T wave abnormalities on the ECG. This 
abnormality can be indicative of various heart conditions, such as coronary artery disease or myocardial infarction. 
3.Type 2 = 1.3%: This indicates that only 1.3% of the observed cases exhibited left ventricular hypertrophy on the ECG. Left 
ventricular hypertrophy often suggests an underlying heart condition, such as hypertension or other diseases affecting the heart 
muscle. 

 
Fig-15: Distribution of exercise-include angina 

This Fig-15 shows that “Distribution of heart disease by gender”.We see that for females who are suffering from the disease are older 
than males. 
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Fig-16:Diagonal correlation matrix graph 

 
This Fig-16  shows diagonal correlation matrix of heart disease features. Typically a correlation matrix is “square” with the same 
variables show rows and columns. This graph also shows correlation between stated importance of various things to people. Each 
cell indicates correlation between 2 variables 

 
Fig-17: Heatmap of heart disease 2 

 
This Fig-17 A figure with a size of 10x7 inches is created using plt.figure(figsize=(10,7)). 
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Heatmap Creation: The seaborn heatmap function is used to create a heatmap of the correlation matrix of the DataFrame df. 

 
Fig-18: Result of Decision Tree 

 
This Fig-18 shows A Decision Tree Classifier model and evaluated its performance. The model achieved an accuracy score of 
around 78.6% on both the training and test datasets.  

 
Fig-19: Result of Support Vector Classifier 

 
In this Fig-19,appears to be implementing a Support Vector Classifier (SVC) model and evaluating its performance, the model 
achieved an accuracy score of around 60.5% on both the training and test datasets.  
Model Selection: The code is using Support Vector Regression (SVR), which is a type of Support Vector Machine (SVM) model 
used for regression tasks. The output shows that the SVR model achieved a score of around 60.5% on both the training and test 
datasets 

 
Fig-20: Result of K Neighbors Classifier 
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The K Nearest Neighbors Classifier (KNN) algorithm for classification tasks: The output shows that the KNN model achieved a 
score of around 71.1% on both the training and test datasets. 

 
Fig-21: Result of Random Forest Classifier 

 
This code snippet employs the Random Forest Classifier algorithm for a classification task: 
The output indicates that the Random Forest model achieved a perfect score of 100% on the training data, but a slightly lower score 
of around 86.8% on the test data. 

 
Fig-22: Graph of model loss and  odel accuracy 

 
Model Loss and Accuracy: 
The y-axis represents the model loss and accuracy values. 
The x-axis represents the number of epochs, indicating the training iterations. 
Loss and Accuracy Trends: 
The loss and accuracy are plotted against the number of epochs. 
The plot shows how both training and validation loss and accuracy change over each epoch. 
Interpretation: 

 
Fig 6.18: Accuracy of model 
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This code calculates the test accuracy and converts it into a percentage string. Test Accuracy Calculation: The variable 
test_accuracy stores the test accuracy value, which is approximately 0.8524590134620667. 

 
VI. CONCLUSION 

In conclusion, the utilization of machine learning approaches for the early detection of cardiac arrest presents a promising avenue 
for improving patient outcomes and reducing the burden of cardiovascular diseases. The proposed system harnesses the power of 
advanced neural network architectures, multi-modal data integration, and real-time monitoring capabilities to enable timely 
detection, personalized risk assessment, and proactive intervention. By continuously analyzing cardiovascular data in real-time and 
providing early alerts to healthcare providers or patients, the system facilitates prompt clinical response and potentially prevents 
adverse cardiac events. Furthermore, the system prioritizes interpretability, reliability, and scalability, ensuring its suitability for 
diverse healthcare settings and patient populations. Through ongoing validation, refinement, and collaboration with medical experts 
and stakeholders, the proposed system has the potential to revolutionize cardiac care, ultimately saving lives and improving the 
quality of life for individuals at risk of cardiac arrest. 
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