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Abstract: On a day after day, human life is affected by differing kinds of diseases that is why their life is in distress. 

cardiovascular disease may be a generic class of disease that's effective in spreading infections and notably, it affects the heart 

and veins. it's determined that vessel diseases have become modest in old individuals besides in children too. it's terribly requisite 

to portend this sort of illness within the starting phases; many varieties of tests square measure used for diagnosticating these 

ailments. This implementation has been done by employing a big data tool that's Apache Spark and victimization spark's MLlib 

and PySpark libraries that square measure integrated with it. Apache Spark is among the foremost wide used big data 

technologies, and it's a stack of some libraries that are Spark SQL, Spark MLlib, Spark Streaming, etc. This analysis work aims 

to create a prediction model to predict whether or not people have cardiovascular disease or not, using machine learning 

classification techniques that embrace logistic regression, decision tree, random forest to enhance the performance of models. 

They compared the analysis of all applied machine learning models. The results obtained are compared with the results of 

existing models within the same domain and located to be improved. 
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I. INTRODUCTION 

Health care means that the maintenance or advancement of health through interference and diagnosing of individuals. these days 

health care is increasing day by day because of life-style and hereditary reasons. cardiovascular disease has become the deadliest 

enemy caused by fat suppression. This sickness happens because of overpressure within the physical body. someone affected by 

cardiovascular disease can't be cured simply. Therefore, diagnosis patients at the proper time is that the toughest task within the 

medical trade and it has to be diagnosed within the early stages to reduce the danger on the patient in future. every physical body 

has totally different numbers for pressure, cholesterol, and heart rate. however traditional values would be, pressure is 120/80, 

cholesterol is 200 mg/dL and heart rate are 72. In ancient methodology doctors might build some mistakes in found a unwellness, 

however currently days Machine learning play an excellent appear prediction. And within the existing system, they use some 

formula of machine learning to predict cardiopathy. we will predict internal organ unwellness employing a type of parameters 

within the dataset. The obtained results are compared with the results of existing models among an equivalent domain and located to 

be improved. the information of cardiovascular disease patients collected from the UCI laboratory is employed to find patterns with 

Random Forest and call Tree. to create this method user friendly. it's so helpful to mix these machine learning algorithms with 

medical knowledge sources. This paper suggests PySpark MLlib that is helpful for predicting the uncertainty level of heart 

condition for a personal supported collective characteristic. 

 

II. LITERATURE REVIEW 

In 2018, Dewan, Ankita Sharma, Meghna proposed a hybrid technology with the potential to solve complex Scepticism That Is 

Inevitable to a Diagnosis of Heart disease that can help doctors diagnose the condition. Proposed hybrid technology based on a 

dataset Features that were taken from the UCI repository. The evaluation metrics used are accuracy and sensitivity. Comparison 

performance between decision trees, Naïve Bayes, SVM and ANN. Results show that ANN outperforms all others Classification for 

non-linear data. 

In 2019, Shamsullah, M. Badi, A. Ghazanfari built a model using a mix of descriptive and predictive analysis of KDD (knowledge 

discovery in databases). The authors determine the number of clusters using clustering index. After that, the authors planted some 

decision trees Methods and artificial neural networks for all groups. They Used the original dataset to build the aggregated model 

From the Heart Clinic Database. The results showed that the cart decision tree model achieved the best of all methods. 
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In 2020, Komal Kumar developed a proposed method for heart disease. he used heart disease Dataset that was collected from UC 

Irvine (UCI) Repository, which had 10 attributes.  

Classification Techniques used for random forest, decision tree, logistic regression, k nearest neighbour and support vector machine 

Creating a predictive model of cardiovascular disease. Later Comparing the model's performance, the researchers have Shown is 

that the random forest machine learning model best accuracy achieved with area under 85.71%. Therefore, he used a random forest 

machine. Learning model that helps in building a system for classifying Patients affected by cardiovascular disease. 

In 2020, Ahmed created a system using the Spark ml library that is among the massive information platform Apache Spark. to 

create the prediction model for diabetes patients, they need used classification ways that included are support vector machine 

algorithmic rule, decision tree algorithm, logistic regression rule, naive Bayes algorithm, and random forest algorithmic rule. 

Following that, evaluated all models exploitation some matrices like accuracy, recall, and exactness then they found that the logistic 

regression model accomplished the most effective proportion score of Accuracy (82%), Recall (92%), and preciseness (82%). 

 

III. EXISTING SYSTEM 

In the past decades, heart disease is a common and dangerous disease caused by the suppression of fat. This disease occurs due to 

high pressure in the human body. In traditional method doctors may make some mistakes in detecting disease, but nowadays 

machine learning plays a big role in prediction. And in the current system, they use some of machine learning's algorithms to predict 

heart disease. We can predict heart disease using different parameters in the dataset. The results obtained are compared with the 

results of existing models in the same domain and found to be improved. Data from heart disease patients collected from the UCI 

laboratory are used to find patterns with random forest and decision trees. To make this system user friendly. 

 

IV. PROPOSED SYSTEM 

We studied about using different machine learning to predict key features predictive of heart disease. Our goal is to boost the 

performance of the model by removing unneeded and insignificant attributes from the dataset and solely grouping those who are 

most informative and helpful for the classification task. We proposed PySpark Machine Learning Library (MLIB) technology for 

heart disease prediction of critical features. The ML process starts with the pre-processing data phase, which is followed by 

classification modelling, based on the results with improved accuracy. It looks like Decision tree performed the best here, with an 

accuracy of 84%. Logistic Regression was third at 63% and Random forest algorithm came in second at 75%. we get live data from 

user with the help of Xampp server. That live data will be added to the existing dataset. We have an admin login, here we can add 

live data to the dataset. Firstly, the customer user should register himself on the registration page in the web application. Once the 

user logs into the system he gets all the access, and the user gives inputs to predict heart disease. Thus, the most focus of the system 

is to create use information analytics to predict the presence of the sickness and level of illness among patients. 

 

V. ARCHITECTURE DIAGRAM 

 

 
Figure 1: Architecture Diagram 
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A. Machine Learning Algorithms  

Machine learning (ML) is a collection of algorithms that are capable of learning to execute tasks that is forecast and classify with 

help of a dataset. In this phase, for predicting the model of cardiovascular ailment, machine learning algorithms are implemented on 

(training & testing) dataset. We have used classification algorithms that included logistic regression classifier, decision tree 

classifier, random forest classifier has been used to apply machine learning models.   

 

B. Logistic Regression Algorithm 

Logistic regression is a classification algorithm that uses for binary classification. We assume all predictors are independent of each 

other and the outcome obtained by the dependent variable that comes with two target values which are 0 or 1, or yes or no.  

 
Figure 2. The execution of the Logistic Regression Model 

 

C. Decision Tree Algorithm 

The decision tree is an algorithm that helps to build a classification and regression model. It generates a set of rules which used to 

categorize the data. It has the shape of a tree and offers a high level of precision and reliability. And it can deal with both numerical 

and categorical data. 

 
Figure 3. The execution of the Decision Tree Model 

 

D. Random Forest Algorithm 

The Random Forest (RF) classifier is another popular machine learning technique, which contains a large number of distinct 

decision trees. Each tree produces a class prediction in the RF and the class with the greatest quantity of poll takes place in the 

prediction of our model. It is very flexible and is capable of resolving any type of problem that can be classification or regression 

 
Figure 4. The execution of the Random Forest Model 
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VI. MODULE DESCRPTION 

 Live Data collection  

 MLlib 

 Classification 

 

A. Live Data Collection 

Our Heart Disease Project datasets are collected from kaggle.com. Then we create an admin login. Admin can add live data to 

dataset. That data will be collected with the help of Xampp server. This is how we can collect live data. 

 

Feature Information 

1. age: The person’s age in years 

2. sex: The person’s sex (1 = male, 0 = female) 

3. cp: The pain intimate with (0 = typical angina, 1= atypical angina, 2= non-anginal pain, 3 = asymptomatic) 

4. trestbps: The person’s resting pressure level (mm Hg on admission to the hospital) 

5. chol: The person’s cholesterin measure in mg/dl 

6. fbs: The person’s fast blood glucose (> 120 mg/dl, 1 = true; 0 = false). 

7. restecg: Resting medical instrument measure (0 = normal, 1 = having ST-T wave abnormality, 2 = showing probable or definite left 

ventricular hypertrophy by Estes’ criteria) 

8. thalach: The person’s most pulse rate achieved 

9. exang: Exercise evoked angina (1 = yes; 0 = no) 

10. oldpeak: ST depression evoked by exercise relative to rest. 

11. slope: the slope of the height exercise ST phase (0 = upsloping, 1 = flat, 2 = downsloping) 

12. ca: the number of major vessels (0–4) 

13. thal: A blood disease known as hypochromic anaemia (3 = normal; 6 = mounted defect; 7 = reversable defect) 

14. target: heart condition (0 = no, 1 = yes) 

 

 
Figure 5: Attributes name and values 

 

 
Figure 6: Getting the input from user 
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Figure 7: Real Time Data 

B. MLLIB 

MLlib is Spark's machine learning (ML) library. Its Aim is to make practical machine learning scalable and easy. Here we use 

Random Forest algorithm for prediction. Random Forest supports machine learning classification algorithm. Random forests 

generate a collection of decision trees. The Random Forest algorithm supports both binary and multiclass labels, as well as both 

continuous and categorical features. 

 

 
Figure 8: Comparison with accuracy values of all implemented models. 

 

Red indicates random forest algorithm; DT stands for decision tree and LR denotes logistic regression. Among all three algorithms 

Decision tree is best. 

 

C. Classification  

Several standard performance metrics such as accuracy were considered to calculate the   performance efficacy of this model. New 

data is trained, and user-supplied input goes into the trained dataset. After prediction estimate the given expected value as output on 

web application using flask. 

 
Figure 9: Output 
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XI. CONCLUSION 

From this research work, we have built a predictive model for predicting Cardiovascular Disease, using PySpark and Spark MLlib 

libraries which are integrated with the Apache Spark framework. We tried to apply supervised algorithms that included decision tree 

classifier, logistic regression classifier, random forest classifier, and for evaluating the performance of the models. Included some 

stages for making a proposed framework such as loading cardiovascular diseases dataset, and pre-processing of the dataset, 

classifiers, and at the end evaluating classifiers. There will be a thorough study of huge datasets with more attributes to attain the 

highest accuracy in future work. Another future work is; researchers can use deep learning techniques to improve the performance 

of the model. 
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