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Abstract: Chest X-rays are a cornerstone of medical imaging, enabling rapid and cost-effective diagnosis of numerous chest 

pathologies. However, limitations in radiologist availability and long wait times can significantly delay diagnoses, potentially 

impacting patient outcomes. This study explores the potential of deep learning to address these challenges. Deep learning 

algorithms can analyse medical images and identify patterns associated with various diseases. In this study, Various deep 

learning models were trained and evaluated, including DenseNet121, EfficientNetB1, Xception, and an ensemble model 

combining EfficientNetB1 and Xception, using a random sample of 5,606 chest X-ray images from the National Institutes of 

Health (NIH) chest X-ray dataset. The ensemble model achieved the most promising results, demonstrating an accuracy of 

72.66% and an AUC-ROC (Area Under the Receiver Operating Characteristic Curve) of 76.05%. 
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I.      INTRODUCTION 

Chest X-rays remain an indispensable tool in the medical field. Their rapid acquisition, low cost, and ability to visualise a wide range 

of lung and chest pathologies make them a cornerstone of initial patient evaluation [1]. However, accurate diagnosis hinges on the 

expertise of radiologists, and limitations in their availability can lead to significant delays. These delays can have a cascading effect, 

potentially impacting patient outcomes and leading to increased healthcare costs [2]. 

Deep learning (DL), a subfield of artificial intelligence, has emerged as a promising solution to address these challenges. DL 

algorithms excel at analysing vast amounts of medical image data and identifying subtle patterns associated with various diseases. This 

ability to extract meaningful information from complex medical images has the potential to revolutionize chest X-ray analysis [3]. 

This study investigates the potential of DL for chest X-ray analysis. We aim to leverage the power of DL models to develop a system 

that can assist radiologists in interpreting chest X-rays. Our goal is to achieve faster and more efficient diagnoses, ultimately 

improving patient care. This research aligns with the growing body of work exploring DL for chest X-ray analysis. 

In recent years, numerous studies have explored the application of deep learning models for chest X-ray analysis. A widely used 

chest X-ray application was developed by Wang et al. Their contribution is a large dataset named ChestX-Ray8, containing 108,948 

frontal X-ray images from 32,717 patients. Leveraging natural language processing and convolutional neural networks, they 

achieved good results in detecting 14 different chest diseases from radiology reports [4]. Jeremy Irvin et al (2017) developed a deep 

learning model for automated pneumonia detection from X-ray images, showcasing the potential of these techniques in improving 

diagnostic accuracy. The CheXNet model utilises a 121-layer DenseNet architecture pre-trained on the ImageNet dataset. In 

CheXNet, the final fully connected layer of the pre-trained DenseNet is replaced with a single output layer with a sigmoid activation 

function, enabling the model to predict the probability of various pathologies being present in a chest X-ray [5]. 

The availability of benchmark datasets, such as the NIH chest X-ray dataset, has facilitated progress in this field. This dataset 

contains many chest X-ray images with associated labels for various pathologies, making it suitable for training and evaluating deep 

learning models. 

In addition to single-model approaches, ensemble learning techniques have gained attention for improving predictive performance. 

Ensemble methods, such as bagging, boosting, and stacking, combine multiple models to enhance accuracy and robustness [6]. 

Despite the progress made in the field, there remains a need for robust models capable of accurately detecting multiple pathologies 

simultaneously 

This study aims to address this gap by proposing an ensemble deep learning approach using the NIH chest X-ray dataset. By 

combining robust deep learning models, EfficientNetB1 and Xception, we seek to improve the accuracy and reliability of chest X-

ray analysis for diagnosing various chest-related pathologies. 
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TABLE I 

Comparison of performance metrics of all models 

Model Accuracy AUC-ROC Recall 

DenseNet121 0.574911 0.693157 0.141612 

EfficientNetB1 0.700357 0.749863 0.174414 

Xception 0.684814 0.723187 0.178519 

EffXception (Ensemble) 0.726601 0.760543 0.190395 

 

Table I compares the performance metrics across different models, including DenseNet121, EfficientNetB1, Xception, and the 

ensemble model (EffXception). Metrics such as accuracy, AUC-ROC, and recall are shown, indicating the effectiveness of each 

model in classifying chest X-ray abnormalities. The ensemble model (EffXception) demonstrates the highest accuracy, AUC- ROC, 

and recall among the models, indicating its superior performance in detecting abnormalities. 

Fig. 5 Visualization of predicted vs actual label for chest x-ray images 

 

Fig 5 displays a chest X-ray along with its ground truth label and the predicted values for all 14 labels. In this example, the ground 

truth label is "Atelectasis," and the predicted label with the highest value is also "Atelectasis," indicating that the model's prediction 

aligns well with the actual label. This suggests that the model can effectively predict abnormalities in chest X-rays. 

 

V.      CONCLUSIONS 

In this project, we delve into the critical domain of chest abnormality detection using chest X-ray images, with a unique approach 

that harnesses the power of multiple pretrained deep learning models. The ability to detect chest abnormalities with high precision has 

substantial implications for early diagnosis, treatment planning, and healthcare resource optimization. Our goal is to address the 

significant challenge of improving the accuracy and reliability of detecting chest abnormalities, which is vital for enhancing patient 

care and diagnostic accuracy in the healthcare sector. 

By leveraging models like DenseNet121, EfficientNetB1, and Xception, the project showcases significant advancements in 

accurately identifying various chest pathologies from X-ray images. The ensemble technique further enhances predictive 

performance, underscoring the importance of leveraging diverse models for improved diagnosis. Moreover, addressing class 

imbalance through weighted loss functions ensures robustness in handling real-world datasets. Overall, this project not only 

contributes to the advancement of medical diagnostics but also highlights the potential of neural networks to revolutionize 

healthcare by providing efficient, accurate, and scalable solutions for diagnosing diseases from medical imaging data. Moving 

forward, continued research and development in this field will be essential for maximizing the potential impact of deep learning in 

healthcare and improving patient outcomes globally. 
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