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Abstract: There are various types of disease prediction models available in the market which predicts major chronic diseases but 
drawback is that each disease has a separate model which predicts and provides output to the user, there is no such model which 
will include multiple models into a single platform, for example heart disease has a separate model for prediction, covid-19 has a 
separate model which will provide result using machine learning algorithms, This article will briefly describe those drawbacks 
and will provide a proposed system for those issues. 
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I. INTRODUCTION 
Nowadays, with the drastic change in technology, Healthcare Systems are majorly adopting those changes and becoming 
technologically sound and advanced with respect to data interpretation and data acquisition. From handling Patients data, to 
handling hospitals whole simulation AI and Machine Learning are inferencing in hospital management to make system more 
reliable and more efficient, Key benefits of using AI, Machine learning and Data Mining in Hospital management are as follows:  
 
A. Electronic Medical Records 
The goals of healthcare management and administration include fostering relationships between patients and clinicians, increasing 
transparency, lowering risk, and innovating healthcare. Electronic medical records, which address all of these issues as well as 
healthcare cost, value, and access, have been put into place thanks to technology. Clinical staff can make better diagnoses, data 
collection is more effective, and real-time data sharing increases patient satisfaction. Complete medical records are now readily 
available electronically. In the end, electronic medical records assist medical facilities in saving money by decreasing the time 
required for diagnosis and the need for additional testing that isn't necessary. 
 
B. Customer Relationship Management Technology 
The development of new customer relationship management (CRM) technology, for example, has significantly changed healthcare 
management. This new business technology was created specifically for medical use. By coordinating data, systems, and people 
across medical institutions, these healthcare software systems help to automate crucial business processes, cut down on waste, 
improve workflow, and enhance patient outcomes. These software programmes combine solutions for patient retention, compliance, 
customer service, claims processing, marketing, and more. 
 
C. Proposing IT in Healthcare 
Healthcare management is also undergoing constant change as a result of information technology integration. Consumer health IT 
applications, the use of electronic prescriptions, the implementation of computerised disease registries, support for clinical 
decisions, computerised provider order entries, and telehealth are a few examples of health information technology. For both 
specific patients and patient populations, new tools provide creative, exciting ways to manage information about healthcare and 
patients' health. As information technology is used more frequently in healthcare management, there are fewer medical errors, lower 
healthcare costs, and the ability to maintain more complete, accurate patient information, increasing the overall value of care. 
Healthcare executives must learn how to use this technology effectively to make sure healthcare facilities are providing effective, 
high-quality healthcare delivery, as new, emerging technology is constantly reshaping the future of healthcare. Administrators must 
be ready to make the most of new medical technology while overcoming these new challenges because new technology, of course, 
also brings new obstacles to be overcome.  
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There are a few things that need to be taken into consideration when switching from a conventional procedure to a modern 
approach: challenges are nothing more than the concern of obstacles or issues that we faced during configurations with new 
technology or methodologies,  
 
D. Serious Digital Risk 
The current system for delivering healthcare is extremely complicated. It includes multiple layers of processes, a network of 
partners and patients, delivery models that are reimbursed by insurance, and regulatory requirements. Cyberattacks or data breaches 
could compromise both the security and privacy of the entire hospital. 
 
E. Poor Training and Onboarding 
There are numerous applications that are used in healthcare. Every day, a variety of applications are used by everyone from 
hospitals to manufacturers of medical equipment to ensure that operations run smoothly. Ineffective training or bad advice will 
reduce the effectiveness and accuracy of a system or model. 
 
F. Strict Compliance Regulations and Data Integrity 
Any organization involved in the healthcare sector is required to abide by all applicable laws and regulations. Administrative errors 
account for 86% of errors made in the healthcare industry and are the third leading cause of death (behind heart disease and cancer). 
Employees must enter data into applications accurately and follow procedures precisely to prevent errors. 
 

II. METHODOLOGY 
It is a framework of procedures described in Block Diagram which proposed system follows to find accurate results with definite 
values.  

 
Fig: System Flow Diagram 

 
1) Data Collection: According to the model Data is collected from various sources like kaggle, Internet to apply algorithms in 

dataset. 
2) Training Data and Test Data: The collected data is distributed between training data and testing data. 
3) Training Data: Training data is use to train the model for prediction and accuracy, the data assign to training is 80% of total 

dataset. 
4) Testing Data: After Training the model test data is used to test the model for accuracy and prediction. 
5) Data preprocessing: In this method, data is cleaned in different methods like Binning, Regression as well as Clustering, this 

processes are used to smoothen the dataset for analysis and prediction purpose. 
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III. RELATED WORK & ALGORITHM ANALYSIS 
A. Diabetes 
In this project we will determining Diabetes disease base on some input values which will take as an input to the prediction model 
and it will provide result based on its analysis, We used Random Forest Algorithm for prediction where we used following factors 
which is used to train the model with the help of algorithm. 
 Gender: Describe Gender of the patient. 
 Glucose concentration: Defines amount of glucose person. 
 Blood pressure: This is the conditional input and based on this result may vary, According to the studies, Blood pressure should 

be below 140/80mmHg for people with diabetes or below 130/80mmHg if you have kidney or eye disease or any condition that 
affects blood vessels and blood supply to the brain. But it is important to speak to your healthcare team about your target. 

 Insulin levels: this one is too a conditional input value whereas study defines a blood sugar level of less than 140 mg/dL (7.8 
mmol/L) is normal., above this specified value can become critical BMI, diabetes pedigree: This values should be between 25 
to 30, increased BMI value can become cause of it. 

 Age: Defines how old you are which is also matters during the time of model prediction Random forest is a Supervised Machine 
Learning Algorithm that is used widely in Classification and Regression problems. It builds decision trees on different samples 
and takes their majority vote for classification and average in case of regression. 

 
 

1) Random Forest Algorithm 
The Random Forest Algorithm's ability to handle data sets with both continuous variables, as in regression, and categorical 
variables, as in classification, is one of its most major elements. In terms of classification problems, it delivers better results. It is 
based on the idea of ensemble learning, which is a method of combining various classifiers to address complex issues and enhance 
model performance. Random Forest, as the name implies, is a classifier that uses a number of decision trees on different subsets of 
the given dataset and averages them to increase the dataset's predictive accuracy. 

 
Fig: Train and Test Data Flow 
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The Working process can be explained in the below steps and diagram: 
 Step-1: Select random K data points from the training set. 
 Step-2: Build the decision trees associated with the selected data points (Subsets). 
 Step-3: Choose the number N for decision trees that you want to build. 
 Step-4: Repeat Step 1 & 2. 
 Step-5: For new data points, find the predictions of each decision tree, and assign the new data points to the category that wins 

the majority votes. 
 
B. Heart Disease 
Heart Disease or Cardiovascular Disease is one of the severe disease, so as the prediction should be accurate as well as distinct 
because diseases severity and affect, Here we use XGBOOST algorithm due to its accuracy and prediction rate Following attributes 
needs to considered for model prediction. 
 Old peak 
 Max heart rate achieved if exercise induces angina 
 Number of blood vessels 
 Type of chest pain 
 Age 

 
 

1) XGBOOST Algorithm 
Large dataset performance, usability, and speed are all priorities in the design of XGBoost. It does not require parameter 
optimization or tuning, so it can be used right away after installation with no additional configuration. The gradient boosted trees 
algorithm is implemented using the open-source software known as XGBoost, which stands for extreme gradient boosting. Decision 
trees are used as the algorithm's "weak" predictors in a gradient boosting scheme. In addition, its implementation was specially 
designed for the best speed and performance. 

 
Fig: Working of XGBOOST 

 
2) Brain Tumor 
A brain tumour is a growth of abnormal cells in your brain that is similar to a heart disease in that it is a severe disease. There are 
numerous varieties of brain tumours. Both benign (noncancerous) and malignant (cancerous) brain tumours can occur (malignant). 
Primary brain tumours are those that start in the brain; secondary (metastatic) brain tumours are those that start in other parts of the 
body and spread to the brain. A brain tumor's rate of growth can vary significantly. Your nervous system's ability to function 
depends on the growth rate and location of a brain tumour. The type of brain tumour you have, as well as its size and location, all 
affect your treatment options. We use the CNN algorithm for prediction, and the user must supply an MRI of the brain for 
evaluation and prediction. 
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C. Covid-19  
The SARS-CoV-2 virus is the infectious disease known as coronavirus disease (COVID-19). The majority of virus-infected 
individuals will experience a mild to moderate disease and will recover without the need for special care. However, some people 
will develop serious illnesses and need to see a doctor. Serious illness is more likely to strike older people and those with underlying 
medical conditions like cancer, diabetes, cardiovascular disease, or chronic respiratory diseases. COVID-19 can cause anyone to 
become seriously ill or pass away at any age. operating covid-19 When an infected person coughs, sneezes, speaks, sings, or 
breathes, the virus can spread from their mouth or nose in minute liquid particles. From larger respiratory droplets to smaller 
aerosols, these particles are diverse. The CNN algorithm is used for Covid-19 model prediction, and users must upload their chest 
X-rays or scans for analysis. Working of covid-19- 

 
 

D. Alzheimer 
A brain disorder that worsens over time is Alzheimer's disease. Changes in the brain that result in protein deposits are what define it. 
The brain shrinks as a result of Alzheimer's disease, and eventually, brain cells pass away. The most frequent cause of dementia, 
which is characterised by a slow loss of memory, thinking, behaviour, and social abilities, is Alzheimer's disease. The ability to 
function is impacted by these modifications. The disease's early symptoms include forgetting recent conversations or events. It 
eventually leads to severe memory issues and a loss of the ability to carry out daily tasks. The symptoms' progression may be 
slowed or improved by medications. Programs and services can support those who have the disease and those who care for them. In 
this case, we use the CNN algorithm to train the model in accordance with the MRI scan that the user provided. 
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3) Convolutional Neural Network (CNN) 
A deep learning algorithm known as a convolutional neural network (CNN) is particularly effective at processing and recognising 
images. Convolutional layers, pooling layers, and fully connected layers are among the layers that make up this structure. 
The central part of a CNN is its convolutional layers, where filters are used to extract features like edges, textures, and shapes from 
the input image. The output of the convolutional layers is then passed through pooling layers, which are employed to down-sample 
the feature maps and retain the most crucial data while lowering the spatial dimensions. One or more fully connected layers are then 
applied to the output of the pooling layers in order to predict or categorise the image. 
With the help of a sizable dataset of labelled images, CNNs are trained to identify patterns and features that are connected to 
particular objects or classes. A CNN can be trained to classify new images and can also be used to extract features for other tasks 
like object detection or image segmentation. 

 
 

IV. RESULTS 
In this system numerous types of diseases are analyzed and predicted according to the input values provided by the user. We use 
multiple algorithms like XGBOOST, Random Forest, CNN and other algorithms to train that specific disease model to provide 
accurate as well as appropriate results with efficiency and ease. 
 
Following are some results of diseases with their labelling: 
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V. CONCLUSION 
A multiple diseases prediction model is used to predict several diseases simultaneously. Here, a disease prediction is based on user 
input. The user will be given a choice. A corresponding disease model will be activated and predicted based on the user's x-
ray input if they wish to predict a specific disease. The advantage of using a multi-disease prediction model in advance is that it can 
estimate the likelihood that numerous diseases will manifest themselves while also lowering the mortality rate. 
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