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Abstract: In this research paper, we have carried out a Logistic regression Model utilizing a heart dataset.  First We utilized 

Linear Regression however it didn't give exact results.So we utilized Logistic Regression which at long last aided in foreseeing 

regardless of whether a specific individual gets a respiratory failure. A heart attack, likewise called a myocardial localized 

necrosis, happens when a piece of the heart muscle doesn't get sufficient blood. The additional time that elapses without 

treatment to re-establish blood stream, the more noteworthy the harm to the heart muscle. Coronary vein illness (CAD) is the 

primary driver of heart attack. We attempted to foresee whether an individual gets respiratory failure via preparing a model with 

some heart related features. 
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I. INTRODUCTION 

Here we applied machine learning techniques. It consists, three types of problems namely: classification, regression, and clustering. 

Based on the availability of types and divisions of learning set one may need to select from the available techniques of “supervised 

learning”, “unsupervised learning”, “semi supervised learning” and “reinforcement learning” to apply the suitable algorithm. Here 

we have the problem that comes under classification algorithms. Here we compare Logistic Regression and Linear Regression. We 

compare these two algorithms and to get to know, which algorithm is having more accuracy and we apply that machine learning 

algorithm on our problem. 

 

A.  Linear Regression 

Linear regression analysis is used to predict variable value based on the value of another variable as  shown in Figure 1. The 

variable you want to predict is called the dependent variable. The variable you use to predict the value of the other variable is called 

the independent variable. 

 

B.  Logistic Regression 

Logistic regression is a process of modelling the probability of a discrete outcome given an input variable as shown in Figure 2. The 

most common logistic regression models a binary outcome; something that can take two values such as true/false, yes/no, and so on. 

 

 
Fig-1 Linear Regression                                  Fig-2 Logistic Regression
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II. LITERATURE REVIEW 

There are many similarities for reduced dose and full dose using two strategies they are, Image similarity-based strategy and 

perfusion-based strategy. After performing these strategies there will be immerse effect on image constructions used, in order to 

overcome that we use Reconstruction methods and to validate the personalized dose, which can be identified from the mentioned 

strategies we perform ROC(receiver operating characteristics), We call this study as Validation of personalized doses using ROC 

study as given in [1]. 

We can predict personalized doses using machine learning models. Here we will be using three specific models . From [2],The 

models are Personalized Dose prediction model, Patient attribute model and Personalized Dose models performs on basis of 

Reconstructions methods and then we do model training and testing .  

It should be noted that the first two models seek to attain the same performance for each reconstruction algorithm with tailored dose 

as with full clinical dose. The third model seeks to increase dose reduction while preserving the full-dose FBP's diagnostic efficacy, 

which is still frequently utilised in the clinic. 

Furthermore, we calculated the typical tailored dose levels using the various models and compared them to the whole dose. In order 

to evaluate the effectiveness of the personalized dose models for perfusion-defect detection tests, we also carried out a ROC 

research, which was taken From[4]. 

 

III. RESEARCH METHODOLOGY 

A.  Research Dataset 

The dataset used in this research is taken from Kaggle.com. The dataset is chosen because it contains all the necessary information 

that is required for our research paper. Here we have taken heart dataset. There are 76 properties in this database, but all published 

studies only mention using a subset of 14, as seen in Table 1. The "target" column relates to the patient's existence of heart disease, 

and the The only database that ML researchers have utilised so far is the Cleveland database in particular. Its value is an integer of 0 

for no/less chance of having a heart attack and 1 for increased chance. 

 

TABLE-1 Attributes of the heart dataset 

Id Sequence 

Age Patient age 

Sex Gender  

chest pain type (4 values)( Cp) Chest pain type(3 types) 

Resting blood pressure (Trestbps) Resting blood pressure 

serum cholesterol in mg/dl (Chol) serum cholesterol in mg/dl 

fasting blood sugar > 120 

mg/dl(Fbs) 

fasting blood sugar > 120 mg/dl 

resting electrocardiographic 

results (values 0,1,2)(Restecg) 

resting electrocardiographic results (values 0,1,2) 

maximum heart rate achieved 

(Thalach) 

maximum heart rate achieved 

exercise induced angina (Exang) exercise induced angina 

Oldpeak= ST depression induced 

by exercise relative to rest  

ST depression induced by exercise relative to rest 

the slope of the peak exercise ST 

segment  

the slope of the peak exercise ST segment 

number of major vessels (0-3) 

colored by flourosopy (Ca) 

number of major vessels (0-3) colored by flouroscopy 

thal: 0 = normal; 1 = fixed defect; 

2 = reversable defect(Thal) 

0 = normal; 1 = fixed defect; 2 = reversable defect 

target 0= low chance for heart attack 1= high chance for heart attack 

 

The tool used for the classification of data is Jupyter Notebook in Anaconda Navigator(Version 3). 
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The following are the classification Algorithms used: 

1) Linear Regression 

2) Logistic Regression. 

 

IV. DATA ANALYSIS 

The dataset contains the following information: 

The analysis of the given dataset is visualized in form of the graphs.The data is collected among the persons of age between 30-80 

as shown in Figure 3. 

 
Fig-3-Analysis of the heart dataset done among persons of age between 30-80 

  

V. RESULTS AND DISCUSSIONS 

The following results and discussions are obtained: 

The accuracy results obtained using Logistic Regression is:      0.8131868131868132 

Figure 4 is the graph drawn between Cholestrol and target. 

 
Fig-4 Graph obtained for cholesterol and target 
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Fig-5 Graphs drawn to count number of persons who get heart attack based on each attribute value  

 

The above figure shows the count of persons getting heart attack based on level of attribute. 

 

VI. CONCLUSION 

Logistic regression has predicted the correct results .These personalized dose models' machine-learned elements included body 

dimensions ,physiological factors and medical problems (such as diabetes, heart disorders, etc.)..). We believe that the results can 

help choose the best approach for a certain research goal in a health study by elucidating the most prevalent factors that influence 

machine learning performance. In this work, the impact of machine learning techniques and their parameters was examined and 

addressed. 
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