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Abstract: This research aims to predict student academic performance using historical data and machine learning algorithms. 
The dataset includes parental, and academic information about students. The study focuses on three machine learning 
algorithms: Logistic Regression, Decision Tree, and Support Vector Machine (SVM). To begin, we conducted data analysis to 
understand the distribution and relationships within the data. Visualizations such as homogeneity analysis of parental 
education, race, and gender, as well as count plots for gender according to parental education and race, were created to identify 
patterns and insights. The data was then pre-processed and used to train the three models. Each model's performance was 
evaluated based on accuracy, precision, recall, and F1 score. Confusion matrices and ROC curves were also generated to 
provide a comprehensive evaluation of each model's predictive power. 
Our results indicate that while the Decision Tree algorithm achieved high accuracy and recall, it showed signs of overfitting. On 
the other hand, the Logistic Regression model demonstrated a better balance between performance metrics and generalization. 
Therefore, we recommend the Logistic Regression model for predicting student performance due to its reliability. This research 
highlights the potential of machine learning in educational data mining and its applicability in improving academic outcomes by 
identifying students at risk of poor performance early. 
 

I. INTRODUCTION 
The prediction of student academic performance is a critical area of research in educational data mining, with significant 
implications for educational institutions, teachers, and students. Accurate predictions can help identify students at risk of 
underperforming, allowing for support to enhance their academic outcomes. In this study, we aim to use machine learning 
algorithms to predict student performance based on a range of demographic, parental, and academic factors. 
Educational success is influenced by various factors, including background, parental education levels, and individual student 
characteristics. Traditional methods of assessing student performance often rely on periodic evaluations and examinations, which 
may not provide a comprehensive picture of a student's potential and challenges. By utilizing historical data and machine learning 
techniques, we can uncover patterns and predictors of academic success that may not be immediately apparent through traditional 
methods. 
The primary objective of this research is to develop and compare multiple machine learning models to predict student academic 
performance. Specifically, we aim to analyze and pre-process the dataset to ensure it is suitable for machine learning applications, 
conduct an exploratory data analysis (EDA) to identify significant patterns and correlations, train and evaluate three machine 
learning algorithms (Logistic Regression, Decision Tree, and Support Vector Machine), and compare their performance based on 
accuracy, precision, recall, and F1 score. Finally, we aim to recommend the most suitable model for predicting student performance, 
considering both predictive power and generalization ability. 
The problem we address in this study is the challenge of accurately predicting student academic performance using historical data. 
Traditional assessment methods may not capture the complexities and nature of student learning and achievement. Machine learning 
offers a promising alternative, but selecting the appropriate algorithm and ensuring the model's generalization remains a significant 
challenge. 
The main aim of this project is to use machine learning techniques to predict student academic performance accurately. To achieve 
this, we have set the following specific objectives: develop a robust machine learning model using historical data from a public 
available dataset, evaluate the model's performance using metrics such as accuracy, precision, recall, and F1 score, utilize standard 
machine learning algorithms and tools to ensure the feasibility of the project, focus on models that balance predictive accuracy and 
generalization to avoid overfitting. 
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II. BACKGROUND 
1) Educational success is influenced by a multitude of factors, ranging from background and parental education levels to student 

characteristics and school environments. Traditional methods of assessing student performance, such as periodic evaluations 
and examinations, often fail to capture the full influences on a student's academic performance. 

2) Machine learning has demonstrated significant potential in analyzing large datasets to uncover patterns and make predictions. 
In the context of education, machine learning algorithms can be applied to historical student data to identify predictors of 
academic success and risk factors for poor performance. This approach allows to improve educational outcomes. 

3) The use of machine learning in educational data mining is not entirely new, but it remains a rapidly evolving field. Previous 
studies have explored various factors affecting student performance and have employed different algorithms to predict 
outcomes. However, there is still a need for comprehensive comparisons of multiple algorithms on diverse datasets to determine 
the most effective methods for specific educational contexts. 

4) In this research, we utilize a public dataset from Kaggle that includes demographic, parental, and academic information about 
students. By applying and comparing three machine learning algorithms—Logistic Regression, Decision Tree, and Support 
Vector Machine (SVM)—we aim to identify the most effective model for predicting student academic performance. This study 
contributes to the ongoing exploration of machine learning applications in education, providing insights that could help 
educators and policymakers develop better strategies for supporting student achievement. 

 
III. METHODOLOGY 

This section outlines the steps taken to conduct this research, from data collection and pre-processing to model training and 
evaluation. The primary goal is to develop and compare multiple machine learning models to predict student academic performance 
using a dataset from Kaggle.  
Figure 4.1 shows the Research Methodology to implement the proposed approach 
Refer to figure 4.1. 

 
Figure 1 Research Methodology 

 
A. Data Collection and Preprocessing 
Data Collection: The dataset used in this research was sourced from Kaggle and includes various demographic, parental, and 
academic information about students. Key features in the dataset include gender, race/ethnicity, parental level of education, lunch 
type, test preparation course, and scores in mathematics, reading, and writing. 
Refer to figure 2 

 
Figure 2: dataset 
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Data Cleaning: Data cleaning involved checking for and handling missing values, ensuring consistency in data formats, and 
correcting any inaccuracies. Specifically, columns with missing data were either imputed or removed based on their significance to 
the analysis. 
Feature Engineering: Feature engineering was performed to enhance the predictive power of the dataset. This included: 

• Handling Data type like converting categorical variables into numerical representations. 
• Combining related features to create new variables that could provide additional feature (e.g., total score as the sum of 

math, reading, and writing scores). 
 
Refer to figure 3. 

 
Figure 3: Create a new feature 

 
B. Exploratory Data Analysis (EDA) 
EDA was conducted to understand the distribution of data and identify significant patterns and correlations. This involved: 
Calculating summary statistics for each feature. 
 
Refer to figure 4 

 
 

 
Figure 4: Gender homogeneity analysis 
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• Creating graphs to visualize the distribution of features and relationships between them. 
• Using correlation matrices to identify relationships between different features. 

 
Refer to figure 5. 

 
Figure 5: Gender homogeneity analysis 

 
C. Model Training 
Three machine learning algorithms were selected for this study: Logistic Regression, Decision Tree, and Support Vector Machine 
(SVM). These models were chosen due to their popularity and effectiveness in classification tasks. 
1) Logistic Regression 
Logistic regression is a linear model used for binary classification. In this context, it predicts the probability of a student's 
performance category based on input features. 
Refer to figure 6 

 
Figure 6: LR training the model 

 
2) Decision Tree 
A decision tree is a non-linear model that splits the data into subsets based on feature values, creating a tree-like structure. It is 
intuitive and easy to interpret but can be prone to overfitting. 
Refer to figure 7 

 
Figure 7: DT training the model 
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3) Support Vector Machine (SVM) 
SVM is a powerful classification algorithm that finds the optimal hyperplane separating different classes in the feature space. It is 
effective in high-dimensional  
Refer to figure 8. 

 
Figure 8: SVM training the model 

 
D. Model Evaluation 
The performance of the models was evaluated using multiple metrics 
1) Accuracy: The proportion of correctly classified instances out of the total instances. 
2) Precision: The proportion of true positive instances out of the total instances predicted as positive. 
3) Recall: The proportion of true positive instances out of the total actual positive instances. 
4) F1 Score: The mean of precision and recall, providing a balanced measure of both. 
Confusion matrices and ROC curves were also generated to provide a comprehensive evaluation of each model's predictive power. 

 
E. Model Comparison 
After training and evaluating the models, their performances were compared based on the evaluation metrics. The model with the 
highest overall performance and generalization ability was identified as the most suitable for predicting student academic 
performance. 
 
F. Limitations 
1) Dataset Limitations: The dataset used may not be representative of the entire student population. It may be limited in terms of 

geographical diversity, factors, and other demographic variables. 
2) Feature Limitations: The features available in the dataset might not capture all the factors influencing student performance. 

 
IV. RESULT ANALYSIS AND DISCUSSION 

In this section, we analyze the performance of the different machine learning models used in predicting student academic 
performance. We evaluate the models based on accuracy, precision, recall, and F1 score. Additionally, we discuss the significance 
of the results and their implications for educational practice. 

 
A. Model Performance Metrics 
Three machine learning algorithms—Logistic Regression, Decision Tree, and Support Vector Machine (SVM)—were evaluated 
using various performance metrics. The key metrics include accuracy, precision, recall, and F1 score. 
 
1) Accuracy Comparison 
The Decision Tree algorithm achieved the highest accuracy at 100%, followed by Logistic Regression at 95.5%, and SVM at 76.0%. 
While accuracy is a crucial metric, it is essential to consider other metrics to get a comprehensive evaluation of the models. 
Refer to figure 9 
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Figure 9: Comparison of the Accuracy of the Algorithms 

 
2) F1 Score Comparison 
The F1 score provides a balanced measure of precision and recall. The Decision Tree algorithm performed the best with an F1 score 
of 100%, indicating its effectiveness in predicting student performance accurately. 
Refer to figure 10 

 
Figure 10: Comparison of the F1 Score of the Algorithms 

 
3) Precision and Recall Comparison 
The precision and recall metrics further validate the superiority of the Decision Tree algorithm in this context, followed by Logistic 
Regression and SVM. 
Refer to figure 11, figure 12 

  
Figure 11: Comparison of the Precision of the Algorithms 
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Figure 12: Comparison of the Recall of the Algorithms 

 
4) Confusion Matrices 
Confusion matrices provide performance of the models by showing the number of true positive, true negative, false positive, and 
false negative predictions. 
 
Confusion Matrix: Decision Tree 
The Decision Tree model shows a high number of true positives with no false negatives or false positives 
Refer to figure 13 

 
Figure 13: Confusion Matrix for the Decision Tree Model 

 
 

Confusion Matrix: Logistic Regression 
Refer to figure 14 
The Logistic Regression model shows a good balance between true positives and true negatives, indicating its robustness and 
generalization ability. 

 
Figure 14: Confusion Matrix for the Decision Tree Model 
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Confusion Matrix: SVM 
Refer to figure 15 
The SVM model indicates a higher number of misclassifications compared to the other models, reflecting its lower performance in 
this context. 

 
Figure 15: Confusion Matrix for the SVM Model 

 
5) ROC Curves 
ROC curves illustrate the trade-off between true positive rates and false positive rates for each model. The area under the curve 
(AUC) is a measure of the model's ability to distinguish between classes. 
ROC Curves: All Models 
Refer to figure 16 
The ROC curves show that the Decision Tree model has the highest AUC, indicating the best performance, followed by Logistic 
Regression and SVM. 
 

 
Figure 16: ROC Curves for All Models 
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6) Comparison Table 
To summarize the performance of the models, we created a comparison table showing the evaluation metrics for each model: 

Metric Logistic Regression Decision Tree SVM 
Accuracy 95.50% 100% 76.00% 
Precision 97.21% 100% 78.97% 
Recall 94.80% 100% 66.22% 
F1 Score 95.91% 100% 69.83% 

 
This table provides a clear comparison of the models, highlighting the strengths and weaknesses of each algorithm. 
The Decision Tree algorithm outperformed the other models in all performance metrics. However, the perfect scores indicate 
potential overfitting, suggesting the model may not generalize well to new data. Logistic Regression, while it’s less accurate, 
showed better generalization, making it a valuable model for practical applications. The SVM, although effective in high-
dimensional spaces, performed the lowest in this context. 

 
V. CONCLUSIONS 

In this study, we evaluated three machine learning models—Logistic Regression, Decision Tree, and Support Vector Machine 
(SVM)—to predict student academic performance using a public dataset. The analysis involved data preprocessing, exploratory data 
analysis (EDA), model training, and evaluation based on accuracy, precision, recall, and F1 score. 
The Decision Tree model demonstrated the highest performance across all metrics, achieving an accuracy of 100%, F1 score of 
100%, precision of 100%, and recall of 100%. However, such perfect scores suggest potential overfitting, indicating that while the 
model performs well on the training data, it may not generalize effectively to unseen data. 
Logistic Regression, with an accuracy of 95.5% and balanced precision and recall, showed better generalization, making it a more 
reliable model for practical applications. The SVM model, though useful in high-dimensional spaces, showed lower performance 
compared to the other two models. 
 

VI. FUTURE WORK 
Future research could extend this study in several ways: 
1) Adding Additional Features: Including more features such as economic status, attendance records, activities, and psychological 

factors could improve the model's results. 
2) Exploring Advanced Algorithms: Testing advanced machine learning algorithms like Random Forest, Gradient Boosting, and 

Neural Networks could provide better performance. 
3) Addressing Overfitting: Implementing techniques to mitigate overfitting, such as cross-validation, regularization, and pruning 

for decision trees, could enhance the model's generalization 
4) User-Friendly Interfaces: Developing user-friendly interfaces for educators and administrators to utilize these predictive 

models could facilitate their integration into educational practices. 
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