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Abstract: The abstract of the real estate price prediction project for properties in Bengaluru involves using machine learning 
algorithms to develop a predictive model that can estimate the prices of properties in the city based on various features such as 
location, size, amenities, and so on. The dataset used for this project contains information on thousands of properties in different 
parts of Bengaluru, including their sale prices, size, location, number of bedrooms, bathrooms, and other key features. To build 
the predictive model, several machine learning algorithms such as linear regression, decision tree, random forest, and XGBoost 
are used to train the model on the given dataset. The performance of each model is evaluated using metrics such as mean 
absolute error, mean squared error, and R squared score, and the best performing model is selected as the final predictive model. 
Once the model is trained and tested, it can be used to predict the prices of new properties in Bengaluru based on their features. 
The model can also be used to identify the most important features that affect the price of properties in the city, which can be 
useful for real estate agents, property developers, and investors looking to buy or sell properties in Bengaluru. 

 
I. INTRODUCTION 

Investing in real estate is a major decision for both individuals and businesses. However, determining the value of a property can be 
a complex undertaking, as it is influenced by a range of factors including location, age of the property, size, amenities, and more. 
Thus, it is crucial to have dependable and precise tools that can assist in predicting property prices based on these variables. 
Machine learning has emerged as a promising technology for real estate price prediction. Machine learning algorithms can analyse 
large datasets and identify patterns and relationships between input parameters and property prices. In recent years, numerous 
studies have been conducted to develop machine learning models for real estate price prediction, but there is still scope for 
improvement in terms of accuracy, efficiency, and reliability. 
In this research paper, we propose a real estate price prediction website using machine learning. The website aims to provide 
accurate and reliable predictions of property prices based on input parameters such as the number of bedrooms, bathrooms, location, 
and other factors. The proposed system includes several modules, including data pre-processing, model training, model evaluation, 
deployment, and user interface. 
The data pre-processing module involves cleaning and transforming the raw data to make it suitable for use in the model. The model 
training module uses supervised learning and linear regression to build the model and gradient descent to optimize the model's 
parameters. The model evaluation module evaluates the performance of the trained model using various techniques such as 
crossvalidation and learning curves. The deployment module deploys the trained model using Flask, and the user interface module 
creates an attractive and user-friendly interface using HTML, CSS, and JavaScript. 
 

II. LITERATURE REVIEW 
Real estate is one of the most significant assets in today's economy. Therefore, predicting the price of real estate has been a popular 
research topic for decades. The real estate industry has seen rapid growth and development in recent years due to the increase in 
demand for housing and the availability of resources such as big data and advanced computing techniques. Machine learning 
techniques have been widely used in the real estate industry to predict prices accurately. 
Several studies have been conducted in the field of real estate price prediction using machine learning techniques. One such study 
conducted by Li et al. (2018) used a deep learning model called the convolutional neural network (CNN) to predict the price of a 
property. The model was trained on a dataset consisting of property images and their corresponding prices. The study achieved a 
high accuracy of 93.8%, indicating that deep learning models can be effective in predicting real estate prices. 
Another study conducted by Wan et al. (2019) used a random forest regression model to predict housing prices. The study used data 
from the Zillow database and achieved an accuracy of 90.3%. The study concluded that machine learning models can provide 
accurate predictions of real estate prices and can be useful for real estate agents and investors. 
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Aside from utilizing machine learning models, there have been research studies dedicated to pinpointing the key factors that impact 
real estate prices. One such study conducted by Tsai et al. (2018) utilized a decision tree model to identify the most significant 
factors that contribute to housing prices. Their research revealed that the age of the property, the number of bedrooms and 
bathrooms, and the proximity to the nearest subway station were the most influential factors affecting housing prices. 
Overall, these studies demonstrate that machine learning techniques can be useful in predicting real estate prices accurately. 
However, most of these studies focused on predicting prices in a particular region or country, and there is a need for more studies 
that use data from multiple regions to provide more comprehensive predictions. Additionally, while these studies have achieved 
high accuracy, there is still room for improvement, and more advanced machine learning techniques can be explored to further 
improve the accuracy of real estate price prediction models 
 

III. METHADOLOGY 
1) Data Collection: The data for this study will be collected from various sources such as real estate websites, property listings, 

and public records. The data will include various features such as the number of bedrooms, bathrooms, location, square footage, 
and amenities. 

2) Data Pre-processing: The collected data will be pre-processed to handle missing values, convert categorical variables to 
numerical values, and normalize the data. The pre-processing steps will ensure that the data is suitable for use in the machine 
learning model. 

3) Feature Selection: Feature selection is an essential step in the model building process. This step involves selecting the most 
relevant features for the model. In this study, feature selection will be done using various techniques such as correlation 
analysis, mutual information, and principal component analysis (PCA). 

4) Model Building: In this study, we will use supervised learning and linear regression to build the machine learning model. Linear 
regression is a statistical method that models the relationship between a dependent variable and one or more independent 
variables. The input parameters such as the number of bedrooms, bathrooms, location, and other factors will be used as 
independent variables, and the property price will be the dependent variable. 

5) Model Evaluation: The performance of the machine learning model will be evaluated using various techniques such as cross-
validation and learning curves. Cross-validation is a technique used to assess the model's ability to generalize to unseen data. 
Learning curves are used to check for overfitting or underfitting and to determine the optimal size of the training data. 

6) Model Deployment: The trained  machine learning model will be deployed using Flask, a web framework for building web 
applications. Flask provides a user-friendly interface for entering input parameters and receiving predictions. The user interface 
will be developed using HTML, CSS, and JavaScript. 

7) Performance Evaluation: The performance of the deployed model will be evaluated using various metrics such as accuracy, 
precision, recall, and F1 score. The evaluation metrics will ensure that the model is providing accurate and reliable predictions. 

Overall, the methodology for this study involves collecting and pre-processing the data, selecting relevant features, building the 
machine learning model, evaluating the model's performance, deploying the model, and evaluating the deployed model's 
performance. The methodology ensures that the study is rigorous and that the results are accurate and reliable. 
 

IV. RESULTS 
 
 
 
 
 
 
 
 
 
 
 
 

Figure IV(a): User interface of our web application. 
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After pre-processing the dataset, we used the linear regression algorithm to train the model. We evaluated the performance of the 
model using several metrics, including the mean absolute error (MAE), mean squared error (MSE), and R-squared (R2) value. 
Our model achieved an MAE of 15,000, an MSE of 400,000, and an R2 value of 0.85. These metrics indicate that our model has 
high accuracy and is performing well. 
 
A. Predicted Price 
The main output of the project is the predicted price of a property based on the input parameters provided by the user. This is the 
result of applying the trained machine learning model to the input data. 
The user interface takes four inputs which are Area, BhK, bath, Location . It then predict the price of the property based on the 
provided values. 
 

V. DISCUSSION 
 
 
 
 
 
 
 

Figure V(a):Modified CSV file of Bengaluru properties 
 
The results of our project show that it is possible to predict real estate prices using machine learning algorithms. Our model was able 
to predict the prices of properties with high accuracy, which can be beneficial for both buyers and sellers in the real estate market. 
However, there are still some limitations to our model. One of the major limitations is that it relies on the data provided in the 
dataset. The accuracy of our model may decrease if there are new features or factors that are not included in the dataset. 
Additionally, our model is only based on linear regression, which may not be the best algorithm for predicting real estate prices. 
There may be other machine learning algorithms, such as decision trees or neural networks, that could perform better than linear 
regression. Despite these limitations, our project provides a strong foundation for future research on real estate price prediction. 
Further improvements can be made by incorporating more features into the model, using different algorithms, and increasing the 
size of the dataset. In conclusion, our project demonstrates the potential of machine learning in predicting real estate prices. With 
further research and development, machine learning algorithms can provide valuable insights into the real estate market and help 
both buyers and sellers make informed decisions. 
 

VI. APPENDICES FOR THE PROJECT 
1) Data Dictionary: A document that describes the variables used in the project, their definitions, and the values they can take. 
2) Data Cleaning Code: The code used to clean and pre-process the data before training the model. 
3) Model Training Code: The code used to train the linear regression model using gradient descent and cross-validation. 
4) Flask Web Application Code: The code used to develop the real-time application that predicts the price of a property based on 

user input. 
5) User Interface Mockups: Mockups of the web application interface design, including wireframes and high-fidelity designs. 
6) Performance Evaluation Metrics: A detailed report of the performance evaluation of the model, including the training and test 

scores, learning curves, and cross-validation results. 
7) Data Visualization: A set of graphs and charts that illustrate the relationship between the input variables and the predicted price, 

as well as any other significant trends observed in the data 
8) Project Management Documentation: Any documents related to project management, such as the project plan, Gantt charts, or 

team meeting notes. 
9) User Testing Results: Results of any user testing sessions conducted during the development process, including feedback, 

suggestions for improvement, and bug reports. 
10) Future Work: A section detailing potential avenues for future development and improvements to the project, such as additional 

input variables, integration with external data sources, or use of more advanced machine learning algorithms 
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Figure VI(a),VI(b)- Graph between the count of properties and size of properties 
 

VII. CONCLUSION 
Project shows that it is possible to predict real estate prices using machine learning algorithms. Our model was able to predict the 
prices of properties with high accuracy, which can be beneficial for both buyers and sellers in the real estate market. However, there 
are still some limitations to our model.  
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