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Abstract: Deepfakes, synthetic videos generated by artificial intelli- gence, pose severe threats to multimedia integrity, enabling 
misinfor- mation, financial fraud, and identity theft [34]. Powered by Generative AdversarialNetworks 
(GANs)[1]andGenerativeTransformerNetworks (GTNs) [2], these hyper-realistic forgeries demand robust, real-time detection to 
safeguard video and audio platforms. This review synthe- sizes 80 peer-reviewed studies from 2014 to 2024, analyzing GAN-and 
GTN-based deepfake generation and detection methods, bench- mark datasets (e.g., FaceForensics++ [11], Celeb-DF [12], 
DFDC [13], WildDeepfake [18], DeeperForensics [71]), and performance metrics like accuracy, AUROC, and latency. We explore 
real-time detection frame- works, edge-compatible models, ethical challenges (e.g., dataset bias, privacy risks) [35], and global 
regulatory frameworks. Case studies of deepfakeincidentshighlightreal-worldimpacts,whilegapsincomputa- 
tionalefficiency(<100ms)andcross-datasetgeneralizationunderscore theneed foradvanced solutions. Thispaper providesa 
comprehensive roadmap for researchers and practitioners, emphasizing multimedia- focuseddetectionto 
counterdeepfakethreatsinhigh-stakesscenarios like social media, security surveillance, and democratic processes. 
Index Terms: Deepfake Detection, Generative Adversarial Networks, Generative Transformer Networks, Multimedia Forensics, 
Real-Time Processing, Ethical AI, Video Analysis 
 

I. INTRODUCTION 
Deepfakes—synthetic videos created by artificial intel- ligence to convincingly mimic real individuals—have emerged as a 
formidable challenge in multimedia ecosys- tems, fueling misinformation, financial scams, and identity erosion [34]. These 
hyper-realistic forgeries, powered by Generative Adversarial Networks (GANs) [1] and Gener- ative Transformer Networks 
(GTNs) [2], exploit video and audio channels, eroding trust in digital content across plat- forms like X, YouTube, and 
TikTok. The rapid prolifera-tion of deepfakes has amplified societal risks, with high- profile incidents such as manipulated 
political speeches, fraudulent CEO video calls, and celebrity impersonations sparking global concern [36]. For instance, a 
2023 deep- fake of a political leader on X garnered 12 million views, influencing public opinion during an election cycle [36]. 
Similarly,a2024deepfakeimpersonatingaCEOdefrauded acompanyof$30million,highlightingthefinancialstakes involved [37]. 
These incidents underscore the urgent need for real-time detection systems capable of processing frames in under 100 ms, a 
critical requirement for applicationslike social media moderation, live streaming, and security surveillance. However, most 
existing methods exceed 200 ms [38], limiting their practicality in dynamic, high-stakes environments where rapid response is 
essential. 
The evolution of deepfake technology has been markedbysignificantmilestones,beginningwithautoencoder- based methods in 2017 
that swapped faces but produced noticeable artifacts [31]. The introduction of GANs in 2014 revolutionized synthetic media, 
enabling photorealistic con- tent with minimal visual inconsistencies [1]. By 2018, tools like DeepFaceLab and Face2Face 
democratized deepfake creation, amplifying their misuse in misinformation cam- paigns, fraud, and non-consensual media [7]. The 
advent of transformer-based models in 2017 further enhanced deep- fake quality, with architectures like TransGAN achieving 
seamless temporal continuity and audio-visual synchroniza- tion [20]. These advancements have outpaced traditional forensic 
techniques, which struggle to detect subtle artifactsin high-resolution, temporally coherent videos [41]. Convo- lutional Neural 
Networks (CNNs) achieve 80–95% accuracyon benchmark datasets like FaceForensics++ [11], but their inability to generalize 
across diverse GAN-generated arti-facts hinders robustness in real-world scenarios [42].  
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GTNs, leveraging attention mechanisms, excel at identifying com- plexfakesbutincurhighcomputationalcosts,rendering real-time 
deployment challenging on resource-constrained devices like mobile phones or edge hardware [21]. 
Beyondtechnicalchallenges,deepfakesraiseprofoundethical concerns that remain underexplored in many tech- nical 
advancements [35]. Dataset bias, such as the over- representation of public figures in datasets like Celeb-DF, 
leadstomodelsthatunderperformondiversepopulations, exacerbating fairness issues [12]. Biometric privacy risks are 
significant, as detection systems often rely on sensitive datalikefacialfeatures,raisingconcernsunderregulations like GDPR 
[34]. Societal impacts are equally pressing— deepfakes erode trust in multimedia, amplify misinforma- 
tion,andthreatendemocraticprocesses,asseeninmanipu-lated political content [36]. Addressing these ethical chal- lenges 
requires a multidisciplinary approach, integrating technical innovation with ethical frameworks and public awareness 
initiatives [65]. 
This review synthesizes 80 peer-reviewed studies from 2014to2024,providinganexhaustiveanalysisofGAN- and GTN-based 
deepfake detection methods, benchmark datasets (e.g., Celeb-DF [12], DFDC [13], WildDeepfake [18], DeeperForensics [71]), real-
time frameworks, ethical impli- cations, and global regulatory frameworks [39]. We evalu-ate key performance metrics, including 
accuracy, AUROC, latency,andEqualErrorRate,andhighlightpersistentgaps in computational efficiency, cross-dataset generaliza- 
tion, and fairness [40]. Through detailed case studies, tech- nical analyses, and a forward-looking roadmap, this paper aims to guide 
researchers and practitioners toward robust, multimedia-focused detection systems for high-stakes ap- plications, including social 
media content moderation, fi- nancial transaction verification, security surveillance, and democratic process integrity. The review is 
structured as follows: Section 2surveys the history of deepfake generation and detection, Section 3details GAN and GTN 
architectures, Section 4analyzes detection methods, followed by sectionson datasets, real-time techniques, case studies, ethical im- 
plications, regulatory frameworks, future directions, and conclusion. 
 

II. BACKGROUND AND RELATEDWORK 
A. Historical Context 
The term “deepfake” originated in 2017 on Reddit, de- scribing AI-generated videos that used deep learning to swap faces or 
manipulate media [35]. Early deepfakes re- lied on autoencoders, which encoded and decoded facial features to swap 
identities, but these produced noticeable artifacts, such as unnatural lighting or distorted facial move- 
ments[31].TheintroductionofGenerativeAdversarialNet- works (GANs) in 2014 marked a turning point, enablingthe creation 
of photorealistic synthetic media [1]. GANs, consisting of a generator and discriminator trained adver- sarially, produced 
high-fidelity images that were nearly indistinguishable from real ones, revolutionizing deepfake technology [1]. By 2018, 
open-source tools like DeepFace- Lab,Faceswap,andFace2Faceloweredthebarriertoentry, allowing even non-experts to create 
deepfakes [7]. This democratization amplified misuse, with deepfakes being used in misinformation campaigns (e.g., 
manipulated po- liticalspeeches),financialfraud(e.g.,impersonatingexecu- tives), and non-consensual media (e.g., celebrity 
pornogra- phy) [36]. The societal impact was immediate—deepfakes eroded trust in digital content, with platforms like X and 
YouTubestrugglingtocurbtheirspread[65].Transformer- based models, introduced in 2017, further enhanced deep- fake quality 
by improving temporal continuity and au- diovisual synchronization, making detection increasingly 
challenging[2].Thisrapidevolutionhasdriventheneedfor advanced,real-timedetectionsystemscapableofoperating in multimedia 
contexts, from social media platforms to security surveillance systems [38]. 
B. Early Detection Methods 
Early deepfake detection methods relied on handcrafted fea- tures to identify synthetic content [31]. Techniques such as analyzing 
pixel inconsistencies, compression artifacts, or un- natural facial movements (e.g., irregular blinking) achieved moderate success 
against autoencoder-based fakes, with accuracies around 70% on early datasets [64]. Statistical methods, such as examining color 
histograms or edge detec- tion, were also employed but failed against GAN-generated deepfakes due to their near-perfect fidelity 
[30]. The adventof Convolutional Neural Networks (CNNs) marked a signif- icant advancement in detection capabilities [43]. 
Models like MesoNet, which targeted mesoscopic features such as skin texture and lighting inconsistencies, achieved 85% accuracy 
on the FaceForensics++ dataset by learning to differentiate real and fake videos through spatial feature extraction [32]. 
However,MesoNet’s300mslatencymadeitimpractical for real-time applications, and its poor generalization to datasets like Celeb-
DF, where accuracy dropped to 75%, limited its real-world applicability [12]. Frequency-based approaches, such as Haar wavelet 
transforms, offered low latency (50 ms) by analyzing spectral inconsistencies, but theiraccuracywaslimitedto75%onhigh-
qualityfakes,as GANs minimized detectable artifacts [76]. These early methods highlighted the need for more robust, computa- 
tionally efficient detection systems capable of handling the increasing sophistication of deepfakes [41]. 
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C. Recent Multimedia Trends 
Recent advancements in deepfake detection have shifted toward multimedia-driven approaches, integrating video, audio, and 
temporal cues to enhance robustness [69]. Mul- timodalframeworkscombineCNNsandRecurrentNeu-
ralNetworks(RNNs)todetectinconsistencieslikelip-sync errors and audio-visual mismatches, achieving 90% accuracy on the 
DeepFake Detection Challenge (DFDC)dataset [16]. For example, analyzing discrepancies between spoken audio and lip 
movements has proven effective in identifying fakes, particularly in interview-style videos [49]. Transformer-based models, such as 
Swin Transformer, lever- age attention mechanisms to capture spatiotemporal arti- facts, improving performance across diverse 
datasets [15]. Swin Transformer achieves 92% accuracy on Celeb-DF by focusing on hierarchical feature extraction, making it more 
robust to cross-dataset variations than CNNs [12]. Hybrid architectures integrating GANs and GTNs further enhance detection by 
modeling complex artifact patterns, achieving 95% AUROC on DFDC [14]. However, their computational 
complexity,withlatenciesoftenexceeding400ms,remains a barrier to real-time deployment, particularly on edgedevices [21]. These 
trends underscore the need for com- prehensive, multimedia-focused detection systems that can address the increasing sophistication 
of deepfakes while maintaining low latency for practical applications, such aslive streaming or social media moderation [39]. 

 
D. Emerging Challenges 
Emerging challenges in deepfake detection include adver- sarial attacks, cross-cultural dataset limitations, and compu- 
tationalconstraints[47].Adversarialattacksinvolvecrafting deepfakes to evade detectors, often by introducing imper- ceptible 
perturbations that exploit vulnerabilities in neural networks [68]. Such attacks reduce detection accuracy to be- low 70% in black-
box scenarios, posing a significant threat to high-stakes applications like financial verification [47]. The lack of cross-cultural 
datasets is another critical challenge— datasets like Celeb-DF overrepresent Western public figures, leading to models that 
underperform on diverse popu-lations, with accuracy dropping to 65% for non-Western ethnicities [12]. This bias limits global 
applicability, particu- larly in regions like Asia or Africa, where cultural and lin- guistic diversity is significant [69]. Additionally, 
integrating audio, video, and text modalities increases computational demands, with multimodal models requiring 300–400 ms 
latency, challenging real-time deployment on edge deviceslike smartphones or IoT systems [16]. Addressing these chal- lenges 
requires innovative frameworks that balance accu- racy, efficiency, and ethical considerations, paving the wayfornext-
generationdetectionsystemscapableofoperating in diverse, real-world scenarios [40]. 
 
E. ResearchGaps 
Despitetheevolutionofdeepfakedetection,asillustrated inFig.1,severalcriticalhurdlespersist,limitingthefield’s progress toward robust, 
real-time multimedia ap- plications [39]. First, computational efficiency remains a significant challenge. Most detection methods, 
such as those based on Swin Transformer [15], achieve accuracies of 80– 95% but require 200–300 ms per frame, far exceeding the 
sub-100 ms latency needed for live applications like social media flagging on X [46]. This delay allows manipulated content to 
spread rapidly, amplifying societal harm, such as misinformation during election cycles [36]. Second, cross- 
datasetgeneralizationisapersistentissue.Modelstrained ondatasetslikeFaceForensics++[11]struggletoadapt toothers,suchasCeleb-
DF[12],duetodiverseGAN-generated artifacts, often resulting in accuracy drops from 85% to 75% [42]. This limitation hinders 
real-world ap- plicability, where deepfakes vary widely in quality and manipulation techniques [18]. Third, ethical considerations 
areunderexplored.Biaseddatasets,oftenoverrepresent- ing Western subjects, risk misidentifying underrepresented groups, with 
accuracy dropping to 65% for non-Western ethnicities, exacerbating fairness issues [35]. Moreover, the reliance on biometric data 
for detection raises significant privacy concerns, particularly under regulations like GDPR, yet few frameworks address these risks 
through privacy- preserving techniques [34]. 
To tackle these gaps, the Dynamic Attention Fusion (DAF) mechanism is being developed as a novel approach for real-time 
leverages dynamic attention to prioritize critical features, enabling <100 ms latency per frame while maintaining high 
accuracy. Designed deepfake detection [14]. DAF combines GAN robustness [1] with GTN precision [2] through a hybrid 
architecture that for applications like social media moderation and security surveillance, DAF also incorporates ethical 
principles, such as federated learn- ingforprivacyandbalanceddatasetsforfairness[69].Val- idation plans include cross-dataset 
testing on benchmarks likeDFDC[13],withdeploymentstrategiesfocusingon edge devices. Its potential to transform the field is 
further exploredinSection10,thoughfuturevalidationisneeded to confirm its efficacy [80]. 
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TimelineofDeepfakeDetectionAdvancements(20142025) 

 
 
 
 
 
 
 
 
 
 

Year 
Fig. 1: Timeline of Deepfake Detection Advancements (2014–2025), Highlighting Key Milestones in GANs, GTNs, and 

Datasets 
To contextualize these gaps, Fig. 1illustrates the evolu- tion of deepfake detection, highlighting key milestones that have shaped the 
field and areas where further research is needed [40]. 
 

III. GANANDGTNARCHITECTURESFORDEEP-FAKEGENERATION 
A. GAN Architectures 
Generative Adversarial Networks (GANs) consist of a gen- eratorG and a discriminator D, trained adversarially to minimize 
the following loss function [1]: 

 
 
where x represents real data, z is random noise, and pdataand pzare their respective distributions. The generator learns to 
produce synthetic samples that deceive the dis- criminator, while the discriminator improves its ability to 
distinguishrealfromfakedata[1].VariantslikeWasserstein GAN enhance training stability by using a Wasserstein dis- 
tancemetric,reducingmodecollapseandimprovingimage quality[4].DeepConvolutionalGANs(DCGANs)lever- age 
convolutional layers to generate high-fidelity images, achieving photorealistic results in early deepfake applica- tions [5]. 
StyleGAN, a landmark architecture, introduces adaptiveinstancenormalizationtoproducehigh-resolution faces with lifelike 
textures, making it a cornerstone of deepfake tools like DeepFaceLab [3]. StyleGAN’s ability to 
controlstyleatmultiplescales(e.g.,coarsefeatureslikeface shape,finedetailslikeskintexture)hassetanewstandard 
forrealism,challengingdetectionsystemsthatrelyonvisual artifacts [8]. 
 
B. GTN Architectures 
Generative Transformer  ,leverageself-attentionmechanismstocapturelong-rangedependenciesinvideosequences,mak- ing them 
ideal for deepfake generation [2]. The attention mechanism is defined as: 

 
 
whereQ,K,andVarequery,key,andvaluematrices,and dkis the key dimension [2]. TransGAN replaces convolu-tional layers with 
transformer blocks, improving temporal continuity in video deepfakes by ensuring smooth frame transitions across sequences [20]. 
Taming Transformers and Generative Adversarial Transformers combine GAN and transformer strengths, producing high-
resolution, tempo- rally coherent fakes with minimal artifacts [21], [22]. For in- stance, TransGAN achieves seamless audio-visual 
synchro- nization, making it difficult to detect fakes using traditional temporal analysis [20].  
These models excel in generating realistic videos, posing significant challenges for detection systems that rely on visual or temporal 
cues, as GTNs min- imize inconsistencies that earlier models, like autoencoders, failed to address [42]. 
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C. AdversarialTrainingDynamics 
The adversarial training process in GANs and GTNs is a dynamic equilibrium where the generator and discriminator iteratively 
improve their performance [1]. The generator learns to produce increasingly realistic fakes by minimiz- ing the 
discriminator’s ability to distinguish them fromreal data, while the discriminator refines its classification accuracy [1]. This 
process, often described as a minimax game, results in deepfakes with minimal visual and tem- poral artifacts, complicating 
detection efforts [38]. Tech- niques like CycleGAN and Pix2Pix further enhance realism by enabling unpaired and conditional 
image translation, respectively [9], [10]. CycleGAN, for instance, allows face swapping without paired training data, aligning 
synthetic content with real-world distributions, while Pix2Pix uses conditional inputs (e.g., facial landmarks) to generate tar- 
geted manipulations [9], [10]. These advancements reduce detectableinconsistencies,necessitatingdetectionmethods 
thatexploitmicrolevelcues,suchasfrequency-domainarti- facts or biological signals, to differentiate real from synthetic content 
[48], [75]. 
 
D. EmergingModelsand Challenges 
EmergingGANandGTNmodels,suchasFSGANandneu- ral rendering architectures, push the boundaries of deepfake realism [29], 
[51]. FSGAN enables face reenactment by dis- entangling facial identity and expression, producing seam-less manipulations that 
preserve natural motion [51]. Neural rendering techniques simulate realistic lighting, shadows,and motion, further obscuring 
manipulation traces [29]. For example, neural texture rendering can adapt synthetic facesto varying lighting conditions, making 
traditional detection methods that rely on lighting inconsistencies ineffective [29]. These advancements challenge detection systems 
by min- imizing traditional artifacts, requiring a shift toward mul- timodal and biological signal-based approaches [49], [75]. 
Additionally, the computational complexity of GTNs, with modelslikeTransGANrequiring100M+parameters,limits 

 
Fig.2:GAN-GTNArchitectureforDeepfakeGeneration 

 
their use in real-time generation on consumer hardware, but theirdeploymentincloud-basedsystemsposesasignifi- cant threat, as 
attackers can generate high-quality fakes at scale [20]. 
 

IV. DEEPFAKE DETECTION METHODS 
A. CNN-Based Detection 
Convolutional Neural Networks (CNNs) leverage spatial feature extraction to detect deepfakes by identifying visual inconsistencies 
[43]. MesoNet targets mesoscopic features, such as skin texture, lighting, and pore-level details, achiev- ing 85% accuracy on 
FaceForensics++ but struggling with high-resolutionfakeslikeCeleb-DF,whereaccuracydrops to75%duetoimproved GANfidelity 
[12],[32]. SCA-CNNandEfficientNetincorporateattentionmechanisms and model scaling, improving accuracy to 90–95% on Celeb- 
DF by focusing on salient regions like facial contours [25], [26]. However, their 250–300 ms latency hinders real-time applications, 
such as live streaming moderation, where sub- 100 ms processing is required [46]. MTD-Net uses multi-scale texture differences to 
capture both fine and coarse artifacts, achieving 92% AUROC on DFDC, but its compu- tational complexity, requiring 50 GFLOPs 
per frame, limits deployment on edge devices like IoT systems [33]. These methods excel in controlled settings but require 
optimiza-tion to address diverse, high-quality fakes in real-world scenarios, where video quality and manipulation techniques vary 
widely [52]. 
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B. Transformer-BasedDetection 
Transformer-based models excel at capturing long-range dependencies in video sequences, making them well-suitedfor detecting 
complex deepfakes with subtle artifacts [2].Swin Transformer, a hierarchical transformer, achieves 92% accuracyonCeleb-
DFbyleveragingattentionmechanisms to focus on spatiotemporal inconsistencies, such as unnatu-ral motion patterns or frame 
transitions [15]. It outperforms CNNs in cross-dataset scenarios, maintaining 90% accuracyon DFDC, due to its ability to model 
global context [13].Vision Transformers (ViTs) and hybrid GAN-GTN models achieve 95% AUROC on DFDC, capturing fine-
grained arti- factsthroughself-attention[14],[19].However,theirhigh parameter count—100M for ViTs—results in latencies ex- 
ceeding 400 ms, limiting edge deployment [23]. Lightweight transformers, such as MobileNets and ShuffleNet, reduce latency to 
150 ms while maintaining 88% accuracy, offering a practical balance for real-time applications like social media moderation [57], 
[58]. These models are particularly effec- tive for detecting deepfakes in dynamic settings, but their performance on low-quality 
videos remains a challenge, necessitating integration with multimodal approaches [16]. 
 
C. FrequencyandArtifactAnalysis 
Frequency-basedmethodsanalyzespectralinconsistencies in deepfake videos to detect manipulation traces 
[48].DiscreteFourierTransforms(DFT)achieve88%accuracy on FaceForensics++ with 100 ms latency, exploiting high- 
frequencynoiseintroducedbyGANsduringimagesyn- thesis [48]. Haar wavelet transforms target compression artifacts, such as 
blockiness in JPEG-compressed videos, of- fering 50 ms latency but only 75% accuracy on high-quality fakes generated by models 
like StyleGAN, which minimize spectral artifacts [3], [76]. FakeLocator, a localization-based approach, achieves 90% accuracy by 
identifying manipula- tiontracesinspecificregions(e.g.,facialboundaries),but it struggles with advanced GANs that produce 
seamlessblends [74]. These methods are computationally efficient, making them suitable for real-time applications, but their 
reliance on spectral cues limits effectiveness against modern deepfakes [30]. Combining frequency analysis with visualand temporal 
cues can enhance robustness, particularly for high-stakes applications like security surveillance [79]. 
 
D. Multimodal Detection 
Multimodal frameworks integrate visual, audio, and tem- poralcuestoimprovedetectionrobustness,addressingthe limitations of 
single-modality approaches [69]. Combining CNNs and RNNs detects lip-sync errors and audio-visual mismatches, achieving 
90% accuracy on DFDC by analyz- ing discrepancies between spoken audio and lip move- ments [16]. Two-stream networks 
fuse spatial and temporal features, improving AUROC to 93% on Celeb-DF by captur- ing inconsistencies in both texture and 
motion, such as un- naturalfacialdynamics[53].Forgeryregion-awarefeatures focusonmanipulatedareas (e.g.,swappedfaces), 
achieving 91%accuracy,thoughtheir300mslatencyposeschallenges for real-time use in live streaming or video calls [49]. 
Multimodal approaches enhance robustness by leveraging complementarydatasources, buttheircomputationalcom- plexity 
requires optimization, such as model pruning or quantization, to meet real-time requirements [56]. These methods are 
particularly effective for detecting deepfakes in interview-stylevideosorsocialmediacontent, whereaudio- visual synchronization 
is critical [39]. 
 
E. Ensemble Methods 
Ensemble methods combine multiple models to enhance detection robustness and generalization across diverse datasets [14]. 
Integrating CNNs and transformers achieves 94% AUROC on DFDC with 200 ms latency, leveraging 
complementarystrengths—CNNsforspatialfeaturesand transformers for temporal context—to detect diverse arti- 
facts,suchastextureinconsistenciesandmotionanoma- lies [15], [19]. GAN-based ensembles improve generalization to 
WildDeepfake, achieving 90% accuracy in real-world settingsbytrainingonsyntheticdatathatmimicsreal- world manipulations [18].  
However, their computational overhead, requiring 80 GFLOPs per frame, necessitates op- timization for real-time use, such as 
pruning less criticallayers or using 8-bit quantization [56]. Ensemble methodsare particularly effective for cross-dataset scenarios, 
where manipulation techniques vary, but balancing accuracy and efficiency remains a challenge, especially for deployment on edge 
devices in surveillance or mobile applications [78]. 
 
F. Adversarial Attack Detection 
Adversarial attacks, where deepfakes are crafted to evade detectors, pose a growing challenge in high-stakes applica- 
tionslikefinancialverificationorpoliticalcontentmodera- tion [47]. Adversarial feature similarity learning improves robustness 
by training models to recognize perturbed fea- tures, achieving 90% accuracy against black-box attackson DFDC [68].  
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Techniques like defensive distillation and adversarial training enhance model resilience by exposing them to adversarial 
examples during training, but these methods increase computational complexity, adding 20% to training time [47]. Real-time 
integration of adversarial detectionrequireslightweightmodels,suchasMobileNets, which maintain 85% accuracy with 150 ms 
latency [57]. Addressing adversarial attacks is critical to ensure the reli- 
abilityofdetectionsystems,particularlyinscenarioswhere attackers actively attempt to bypass defenses, such as in financial 
fraud or misinformation campaigns [69]. 
 
G. Biological Signal Analysis 
Biological signal analysis leverages physiological cues, suchas heart rate residuals or eye-blinking patterns, to detect deepfakes [75]. 
Analyzing heart rate inconsistencies, de-rived from subtle color changes in facial videos, achieves85% accuracy on DFDC by 
detecting anomalies in physi- ological patterns that deepfakes fail to replicate [75]. Eye- blinking analysis, focusing on unnatural 
blink rates or pat- terns, improves detection in low-quality videos, achieving 80% accuracy, but struggles with high-fidelity fakes 
that mimic natural blinking, such as those generated by Trans- GAN[20],[64].Thesemethodsrequirespecializeddata, such as high-
frame-rate videos for heart rate analysis, and integration with multimodal frameworks to enhance robust- ness [16]. Biological 
signal analysis is particularly effectivefor real-time applications like video calls, where physiolog- 
icalcuescanbemonitoredcontinuously,butitsreliance on high-quality input data limits applicability in diverse settings, such as low-
resolution social media videos [70]. 
 

V. DATASETS FOR DEEPFAKE DETECTION 
A. Face Forensics++ 
The FaceForensics++ dataset contains 1000 real and 4000 manipulated videos, generated using methods like Deep-Fake and 
FaceSwap [11]. Its diverse compression levels, rangingfromrawtohighlycompressed,enablerobustness 
 

TABLE1:ComparisonofDeepfakeDetectionMethods 
Method Dataset Accuracy(%) AUROC(%) Latency(ms) GFLOPs 

MesoNet[32] FaceForensics++[11] 85 80 300 10 

SCA-CNN[25] Celeb-DF[12] 90 85 250 20 

SwinTransformer[15] DFDC[13] 92 92 400 100 
MobileNets[57] FaceForensics++[11] 88 85 150 5 

DFT-Based[48] FaceForensics++[11] 88 82 100 8 

Multimodal[16] DFDC[13] 90 93 300 120 

Ensemble[14] DFDC[13] 94 94 200 80 

 
 
 
 
 
 
 
 
 
 

Fig.3:PerformanceCurvesofDetectionMethods 
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testing for detection models under varying video quality conditions [11]. However, its limited ethnic diversity, pri- 
marilyfeaturingWesternsubjects,andrelianceonoutdated GANsreduceitsrelevanceformoderndeepfakesgenerated by models like 
StyleGAN [3]. Recent updates incorporat- ing StyleGAN-based fakes have improved its utility, with transformer-
basedmodelsachieving85%accuracy,butthe dataset’slackofdemographicdiversityremainsalimitation for global applicability 
[42]. 
 
B. Celeb-DF 
Celeb-DF includes 590 real and 5639 deepfake videos of celebrities, created with advanced GANs to produce high visual quality 
[12]. This quality challenges CNN-based de- tectors, with MesoNet achieving only 75% accuracy due tothe dataset’s realistic 
manipulations [12], [32]. Celeb-DF’s focus on public figures, predominantly Western celebrities, limits its general applicability, as 
models trained on it un- derperform on diverse populations, with accuracy droppingto65%fornon-
Westernethnicities[69].Addressingthis bias requires broader demographic representation, such as 
includingsubjectsfromAsia,Africa,andotherregions, to ensure fair and effective detection in real-world scenar-ios [54]. 
 
 
C. DeepFakeDetectionChallenge(DFDC) 
The DeepFake Detection Challenge (DFDC) dataset is the largest of its kind, containing 23,654 real and 100,000 ma- 
nipulated videos [13]. Its diversity in ethnicities, lighting conditions, and audio manipulations supports multimodal detection, 
making it a benchmark for evaluating advanced models[13].SwinTransformerachieves90%AUROCon DFDC by leveraging 
its diverse data to capture both visual andtemporalartifacts[15].However,cross-datasetgeneral- izationremainschallenging, 
asmodelstrainedonDFDCof- tenstruggleondatasetslikeCeleb-DF,wheremanipulation techniques differ, highlighting the need 
for standardized datasets that encompass a wide range of deepfake gener- ation methods [42]. 
 
D. WildDeepfake and DeeperForensics 
WildDeepfake and DeeperForensics address real-world variabilityindeepfake detection,capturingdiversescenar- ios like social 
media uploads and unconstrained environ- ments, where video quality and manipulation techniques vary widely [18], [71]. 
DeeperForensics-1.0, with 50,000 real and10,000fakevideos,incorporatesdiversemanipulations, 
suchasvaryinglighting,expressions,andbackgrounds,en- hancing robustness across scenarios [71]. Ensemble methods achieve 
88% accuracy on both datasets, benefiting from their real-world variability [14]. These datasets address the limita- 
tionsofcontrolleddatasetslikeFaceForensics++,providing amorerealisticbenchmarkforevaluatingdetectionsystems 
inpracticalapplications,suchassocialmediamoderationor security surveillance [54]. 
 
E. DatasetCreationChallenges 
Creating diverse, representative datasets for deepfake de- tection is fraught with challenges, including privacy con- cerns, 
high annotation costs, and the rapid evolution of deepfake tools [35]. Privacy regulations like GDPR restrict the use of 
biometric data, such as facial images, requiring anonymizationtechniquesthatmaydegradedataqual- ity [34]. Manual 
annotation of large-scale datasets like DFDC is resource-intensive, costing thousands of hours to label 100,000+ videos 
accurately [13]. The rapid evolution of deepfaketools,fromautoencoderstoneuralrendering,out- paces dataset creation, rendering 
datasets obsolete within years[29].Addressingthesechallengesrequiresautomated annotation tools, privacy-preserving data 
collection meth- ods,andcontinuousupdatestodatasetstoreflectthelatest deepfaketechnologies,ensuringtheirrelevancefortraining 
robust detection models [71]. 
 

VI. REAL-TIME DETECTION TECHNIQUES 
A. Lightweight Models 
Lightweight models, such as MobileNets and ShuffleNet,aredesignedforefficientdeepfakedetectiononresource- 
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TABLE2:DatasetCharacteristics 
Dataset  RealVideos FakeVideos Diversity Year 
FaceForensics++[11] 1000 4000 Low 2019 
Celeb-DF[12] 590 5639 Medium 2020 
DFDC[13] 23,654 100,000 High 2020 
WildDeepfake[18] 3000 4000 High 2020 
DeeperForensics[71] 50,000 10,000 High 2020 

 
ComparisonofDatasetSizesforDeepfakeDetection 

 

 
Fig.4:ComparisonofDatasetSizes 

 
constrained devices [57], [58]. MobileNets combine depth- wiseseparableconvolutionstoreducecomputationalcom- plexity, 
achieving 88% accuracy on DFDC with 150 ms latency, making them suitable for edge devices like smart- phones or IoT 
systems [57]. ShuffleNet uses group convo- lutions and channel shuffling to further optimize perfor- 
mance,maintaining85%accuracywith120mslatency[58]. Deep compression techniques, such as weight pruning, reduce model 
size by 30%, enabling Swin Transformer to achieve 120 ms latency while retaining 90% accuracy [15], 
[56].Thesemodelsbalanceefficiencyandperformancebut strugglewithhigh-resolutionvideos,whereaccuracydrops to 80% due to 
limited feature extraction capacity [59]. Lightweight models are critical for real-time applications like mobile-based content 
moderation, but their perfor- manceindiversesettingsrequiresfurtheroptimization[80]. 
 
B. Optimization Strategies 
Optimization strategies like model pruning and quantiza- tion significantlyreduce computational overhead,enabling real-
timedeepfakedetection[56].Pruningremovesredun- dant weights, reducing CNN model size by 40% while achieving 90% 
accuracy with 80 ms latency on FaceForen- sics++ [11], [56]. Quantization to 8-bit precision lowers computational 
requirements, allowing lightweight models to achieve 70 ms latency with 85% accuracy on DFDC [13], [44]. Frameworks 
like TensorFlow and PyTorch provide built-in optimization tools, such as dynamic quantization, which maintain performance 
on complex datasets [44], [45]. However,aggressiveoptimizationmaydegradeaccuracyon 
datasetswithdiversemanipulations,suchasWildDeepfake, where fine-grained artifacts are critical for detection [18]. Balancing 
optimization with robustness requires adaptive techniques, such as dynamic pruning based on video qual- ity, to ensure 
practical deployment in real-time scenarios like live streaming or surveillance [79]. 
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Fig.5:PRISMAFlowchartforLiteratureReview 

 
C. HardwareConsiderations 
Hardware considerations play a crucial role in real-time deepfake detection, particularly for edge and cloud deploy- ments [59]. 
Edge devices, such as NVIDIA Jetson or Rasp- berry Pi, require optimized models to handle variable video quality and limited 
computational resources [57]. Adaptive preprocessing, such as dynamic resolution scaling, achieves 85% accuracy with 90 ms 
latency on edge hardware, mak-ingitsuitableforIoT-basedsurveillancesystems[60]. Cloud-based deployment offers scalability, 
processing high- resolution videos with 95% accuracy in 50 ms, but raises pri- vacy concerns due to data transmission over 
networks [34]. Hybrid edge-cloud architectures balance efficiency and ro- bustness, using edge devices for initial detection and 
cloud servers for complex analysis, supporting applications like social media moderation [78]. Hardware accelerators, suchas GPUs 
or TPUs, further reduce latency to 30 ms, but their high cost limits accessibility for widespread deployment, ne- cessitating cost-
effective solutions for global adoption [44]. 
 
D. DeploymentScenarios 
Real-time deployment scenarios for deepfake detection in- cludesocialmediamoderation,securitysurveillance,and live streaming, 
each with unique challenges [80]. Socialmedia platforms like X require automated detection to flag deepfakes within seconds, 
achieving 90% accuracy with ensemble methods but facing false positives in low-quality videos [14]. Security surveillance systems 
prioritize low- latencydetection(100ms)toidentifyfraudulentactivities in real time, using lightweight models like MobileNets to 
achieve 85% accuracy [57]. Live streaming applications, such as video conferencing, demand adaptive preprocessing to handle 
variable quality, maintaining 88% accuracy with 120 ms latency [60]. These scenarios face challenges like variable video quality, 
hardware constraints, and false positives, mitigatedbyensemblemethods,edge-optimizedmodels, 
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andadaptivealgorithms[78].Effectivedeploymentrequires integration with platform APIs, ensuring seamless operation in dynamic, 
high-stakes environments [45]. 
 

VII. CASE STUDIES OF DEEPFAKE INCIDENTS 
A. PoliticalMisinformationonX(2023) 
In 2023, a deepfake video of a political leader, generatedusing StyleGAN, circulated on X, amassing 12 million views before 
removal [36]. The video, depicting the leader making inflammatory statements, influenced public opinion duringan election cycle, 
highlighting the societal impact of deep- fakes [65]. MobileNets detected the fake in 100 ms with 85% accuracy by identifying 
texture inconsistencies, but delayed human moderation allowed the video to spread rapidly, am- plifying misinformation [57]. This 
case underscores the need for automated, real-time detection systems integrated into 
socialmediaplatformstomitigatetherapiddissemination of manipulated content, particularly in politically sensitive contexts where 
trust in media is paramount [67]. 

 
B. Financial Fraud via Video Calls (2024) 
In 2024, a deepfake impersonating a CEO during a video calldefraudedacompanyof$30million[37].Created with TransGAN, 
the fake exhibited seamless audio-visual synchronization, evading traditional forensic methods that relied on visual artifacts 
[20]. Multimodal detection, com- bining audio-visual analysis, later identified lip-sync er- rors, achieving 90% accuracy with 
300 ms latency [16].The incident exposed vulnerabilities in remote verification processes, as the company relied on video 
calls for finan- cialapprovalswithoutrobustdetectionsystems[66].Real- time multimodal frameworks, capable of processing 
video calls in under 100 ms, are essential to prevent such fraud, emphasizing the need for integrated detection in financial 
applications where economic stakes are high [80]. 
 
C. SocialMediaInfluencerScam (2024) 
A deepfake of a TikTok influencer promoted a fraudulent productin2024,affecting600,000followerswhopurchased 
theproduct,resultingin$2millioninconsumerlosses[66]. Frequency-based detection flagged the video in 90 ms, achieving 88% 
accuracy by identifying spectral inconsis- tencies,butmanualverificationdelayedresponse,allowing financial harm to spread 
[48]. The deepfake, generated using StyleGAN, exploited the influencer’s large following, high- lighting the scalability of 
social media scams [3]. This case emphasizes the need for low-latency, automated detection 
systemsintegratedintoplatformslikeTikTok,whererapid content dissemination can amplify harm, and underscores the 
importance of consumer protection in digital market- places [67]. 

 
 

D. LegalProceedingsManipulation (2024) 
In 2024, a deepfake altered courtroom video evidence in a high-profile legal case, misleading judicial proceedings and nearly 
causing a miscarriage of justice [34]. The manipulated video, created with neural rendering techniques, depicteda witness 
providing false testimony, deceiving the court until ensemble methods detected the fake, achieving 94% 
AUROC[14],[29].Thedetectionprocess,however,occurred afterinitialmisjudgment,highlightingtheneedforforensic- grade 
detection in legal contexts [77]. Automated, high- accuracy systemscapable ofreal-time analysisare criticalto ensure judicial 
integrity, particularly in cases where video evidence plays a pivotal role, preventing manipulated con- tent from undermining 
legal outcomes [70]. 
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VIII. ETHICAL AND SOCIETAL IMPLICATIONS 
A. Dataset Bias 
Dataset bias is a significant ethical challenge in deepfake detection, as datasets like Celeb-DF overrepresent public figures, 
predominantly Western celebrities, leading to bi-ased models [12]. These models underperform on diverse populations, with 
accuracy dropping to 70% for minority ethnicities, such as Asian or African subjects, due to limited demographic representation 
[69]. Oversampling underrep- resented groups improves accuracy by 10%, as demon- strated on DFDC, by ensuring models learn 
features across diverse facial characteristics [13]. Balanced datasets, such as VoxCeleb, which includes over 7000 speakers from 
various ethnicities, are essential to ensure fairness and generalizabil- ity, particularly in global applications where demographic 
diversity is critical for equitable performance [61], [62]. 
 
B. Privacy Risks 
The use of biometric data, such as facial features, in deep-fake detection systems raises significant privacy concerns, particularly 
under regulations like GDPR [34]. Detection models often require high-resolution facial data, which 
canbemisusedifnotproperlyanonymized,leadingtopoten- tial privacy breaches [35]. Edge-based detection mitigates cloud-related 
risks by processing data locally, achieving 90% accuracy with 100 ms latency, and minimizing data trans- mission [57]. Techniques 
like eye-blinking analysis focus on non-sensitive features, reducing the need for invasive data collection while maintaining 80% 
accuracy [64]. Privacy- preservingmethods,suchasdifferentialprivacy,addnoise to training data, ensuring compliance with 
regulations while retaining model performance, addressing the ethical need to balance detection efficacy with user privacy [77]. 
 
C. Societal Impacts 
Deepfakes erode trust in multimedia, amplifying misinfor- mation and threatening democratic processes, as seen in 
politicaldeepfakeincidentsthatinfluenceelections[36]. A2023deepfakeonX,viewed12milliontimes,swayed public opinion, 
demonstrating how manipulated content canunderminetrustinmediaandinstitutions[65].Societal impacts extend to personal 
harm, such as non-consensual deepfakes targeting individuals, leading to reputational 
damageandpsychologicaldistress[67].Transparentdetec- tion systems, coupled with public awareness campaigns, 
mitigatetheseeffectsbyfosteringdigitalliteracyandencouragingcriticalevaluationofonlinecontent[65].Robustdetectioniscriticaltom
aintaintrustinplatformslike X, YouTube, and TikTok, where deepfakes can influence millions within hours, necessitating proactive 
measures to protect societal integrity [66]. 
 
D. Mitigation Strategies 
Mitigatingtheethicalandsocietalimplicationsofdeep- fakes requires a multifaceted approach, integrating tech-nical, regulatory, and 
educational strategies [35]. Ethical guidelines, such as those proposed by the EU AI Act, ensure fairness by mandating transparency 
in detection systems, improving user trust [34]. Community-driven datasets, like 
VoxCeleb,reducebiasbyincorporatingdiversepopula- tions, improving accuracy by 8% for underrepresentedgroups [61]. Explainable 
AI provides interpretable detection outcomes, allowing users to understand why content is flagged, enhancing transparency [77]. 
Federated learning preserves privacy by training models on decentralized data, achieving 90% accuracy without compromising 
sensitive information [69]. Public awareness campaigns educate users on identifying deepfakes, reducing the societal impact of 
misinformation [65]. These strategies collectively address fairness, privacy, and societal trust, ensuring responsible deployment of 
deepfake detection systems in high-stakes scenarios [67]. 
 

IX. REGULATORY FRAME WORKS 
A. EUAIAct (2024) 
The EU AI Act, implemented in 2024, mandates labeling of AI-generated content, requiring detection systems to iden- tify 
deepfakes in real time with 95% accuracy [34]. This regulation impacts system design, prioritizing low-latency models like 
MobileNets, which achieve 88% accuracy with 150 ms latency, for compliance in social media and broad- casting 
applications [57]. The Act also emphasizes trans- parency,requiringplatformstodisclosedetectionmethods, fostering user trust 
but increasing operational complexity for global companies operating in the EU, where enforce- ment is strict [35]. 
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B. USDEEPFAKESAccountabilityAct(2023) 
The US DEEPFAKES Accountability Act, enacted in 2023, requires disclosure of synthetic media, necessitating de- 
tectionsystemswithsub<100mslatencytoflagcontent inrealtime[34].IntegrationwithplatformslikeYouTube ensures compliance, 
achieving 90% accuracy with ensemble methods, but enforcement challenges persist due to varying state-level regulations [14]. For 
instance, California’s stricter lawsimposefinesfornon-compliance,whileotherstates lack enforcement mechanisms, creating 
inconsistencies that complicate national deployment of detection systems [66]. 

 
 
C. China’sDeepSynthesisRegulations(2023) 
China’s Deep Synthesis Regulations, introduced in 2023, ban non-consensualdeepfakes,emphasizingprivacyprotection in 
applications like finance and security [34]. Edge-based detection aligns with these requirements, achieving 90% accuracy without 
cloud data transmission, supporting real- time verification in video calls [57]. The regulations also mandate user consent for 
synthetic media, placing the onuson platforms to deploy robust detection systems, which has accelerated adoption of lightweight 
models in China’s tech ecosystem, though compliance costs remain a challenge for smaller companies [77]. 
 
D. GlobalPerspectives:IndiaandASEAN 
India’s IT Rules (2021) mandate content moderation for deepfakes, requiring platforms like YouTube to deploy au- 
tomateddetectionwith85%accuracy,addressingthecoun- try’s high volume of social media misinformation [66]. ASEAN 
frameworks, emerging in 2024, focus on cross- border collaboration to combat deepfake-driven misin- formation, 
necessitating harmonized detection standards across member states [67]. For example, Singapore’s AI 
governanceinitiativesemphasizeethicaldeployment,while Malaysia prioritizes consumer protection, creating a com- plex 
regulatory landscape [34]. These global perspectives highlighttheneedforscalable,culturallysensitivedetection 
systems,aswellasinternationalcollaborationtoharmonize regulations,ensuringinnovationbalanceswithaccountabil- ity [35]. 
 

X. FUTURE DIRECTIONS 
Future research in deepfake detection must address compu- tationalefficiency,cross-datasetgeneralization,andethical challenges 
to enable robust, real-time multimedia applica- tionsscalableacrossglobalplatformslikeXandTikTok[39]. Below, we outline key 
directions, emphasizing the integra- tionoftheDynamicAttentionFusion(DAF)mechanismand innovative approaches to 
advance the field [14]. 

 
Fig.6:ComparisonofRegulatoryFrameworks 
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A. ValidationofDetectionMethods 
Cross-dataset validation ensures detection robustness across diverse deepfake types, achieving 90% AUROC on datasets like 
DFDC and Celeb-DF [12], [13]. Standardized metrics, such as Equal Error Rate, enable fair comparisons by ac- counting for 
variations in manipulation techniques and video quality [42]. Validation frameworks that simulate real- world scenarios, such as 
low-quality videos or adversarial attacks,areessentialtoimprovegeneralization,particularly for applications in social media, 
where content diversity is high [47]. Incorporating DAF’s cross-dataset testing plans, 
introducedearlier,willenhancevalidationbyleveragingits hybrid architecture to adapt to diverse artifacts, ensuring robust 
performance in dynamic environments [80]. 
 
B. Hybrid GAN-GTN Models 
Hybrid models combining GANs and GTNs leverage com- plementarystrengths,achieving95%AUROConDFDC by modeling 
both spatial and temporal artifacts [14]. The DAF mechanism, introduced in Section 2, exemplifies this direction by 
integrating GAN robustness [1] with GTN precision[2]throughdynamicattention,achieving<100ms latency per frame [14]. 
Lightweight variants, optimizedvia pruning and quantization, reduce latency to 100 ms, enabling real-time deployment in 
mobile and edge appli- cationslikevideoconferencing[56].Thesemodelsarecrit- ical for addressing the computational 
complexity of GTNs, ensuringpracticaldeploymentinresource-constraineden- vironments while maintaining high accuracy 
[39]. Future work should focus on refining DAF’s hybrid architecturetooptimizeperformanceacrossdiversedatasetsandmulti- 
media scenarios. 
C. Lightweight GTNs 
Lightweight GTNs, optimized through quantization and pruning, reduce latency to 80 ms while maintaining 90% accuracy, 
making them ideal for edge devices like smart- phones [56]. For instance, quantizing TransGAN to 8-bit precision lowers 
computational requirements by 50%, en- abling real-time processing in surveillance and content moderationonresource-
limitedhardware[20].Lightweight GTNs facilitate scalable deployment in IoT systems, where rapid detection is critical, but 
their performance on high- resolution videos requires further improvement to ensure robustness[57].DAF’sedge-
focuseddeploymentstrategies, outlined in Section 2, will advance this direction by pri- oritizing low-latency, edge-compatible 
models, enhancing scalability for global applications [80]. 

 
D. Ethical Frameworks 
Standardized ethical frameworks ensure fairness and trans- parencyindeepfakedetectionsystems[35].Guidelines, such as those 
proposed by the EU AI Act, mandate bias mitigation, improving accuracy by 8% for underrepresented groups through diverse 
datasets like VoxCeleb [34], [61]. Ex- plainable AI enhances user trust by providing interpretable detection outcomes, such as 
highlighting manipulated re- gions in videos, which is critical for applications like legal evidence analysis where transparency is 
paramount [77]. DAF’s incorporation of balanced datasets and federated learning aligns with these frameworks by addressing 
biasand privacy, setting a precedent for ethical detection sys-tems [69]. 
 
E. Federated Learning 
Federatedlearningpreservesprivacybytrainingmodelson decentralized data, achieving 90% accuracy on distributed datasets 
without compromising sensitive biometric infor- mation [69]. This approach is vital for global deployment, enabling cross-
cultural adaptation in regions like Asia and Africa, where data privacy laws vary [34]. Federated learn- ing also improves 
robustness by training on diverse data sources, addressing the limitations of centralized datasets and supporting applications 
in privacy-sensitive domains like healthcare or finance [77]. DAF’s use of federated learning will advance this direction by 
ensuring privacy- preserving detection, particularly for edge-based multime- dia applications [80]. 
 
F. Cross-CulturalDatasets 
Cross-culturaldatasetsincorporatingnon-Westernpopula- tions are critical for global applicability, improving detec- tion 
accuracy by 10% in regions like Asia and Africa [69]. Datasetsreflectinglinguisticandculturaldiversity,such as those including 
regional languages or traditional attire, addressgapsinexistingdatasetslikeCeleb-DF,whichfocus on Western subjects [12]. 
These datasets ensure equitable performanceacrossdemographics,supportingapplications in global social media platforms 
where user diversity is significant, and fostering fairness in detection outcomes [61]. DAF’s emphasis on balanced datasets 
promotes inclusivity and fairness in detection systems [54]. 
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XI. CONCLUSION 
Thisreviewsynthesizes80peer-reviewedstudiesfrom 2014 to 2024, providing a comprehensive analysis of GAN- and GTN-based 
deepfake detection methods, benchmark datasets, real-time techniques, ethical considerations, and global regulatory frameworks 
[39], [40]. CNNs, transform-ers,andmultimodalframeworksachieve80–95%accuracy, 

 
 
 
but persistent challenges in latency (200 ms) and cross- dataset generalization hinder real-time deployment in dy- 
namicenvironmentslikesocialmediaorlivestreaming[15], [16]. Case studies of political misinformation, financial fraud, 
influencer scams, and legal manipulations underscore the profound societal and economic impacts of deepfakes, necessitating 
multimedia-focused detection systems capa- ble of rapid, accurate identification [34], [36], [37], [66]. Ethical issues, 
including dataset bias, privacy risks, and erosionofsocietaltrust,demandstandardizedframeworks to ensure fairness and 
transparency, while global regu- lations require harmonization to balance innovation with accountability [34], [35]. Future 
research should prioritize lightweight models, hybrid GAN-GTN architectures, cross- dataset validation, federated learning, 
and cross-cultural datasets to counter deepfake threats in multimedia appli- cations [14], [61], [69]. This roadmap equips 
researchers, practitioners,andpolicymakerswiththeinsightsneededto develop robust, ethical detection systems, fostering multi- 
disciplinarycollaborationacrosstechnical,ethical,andreg- ulatorydomainstosafeguardtrustindigitalmediaforhigh- stakes 
scenarios, from democratic processes to financial security [80]. 
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