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Abstract: Glaucoma is a disease of the retina caused by high intraocular pressure. The intraocular pressure in people with 
glaucoma can reach 60-70 mm Hg. This disease is characterized by an increasing cup to disc ratio size. Glaucoma has three 
levels, namely mild with a cup to disc ratio value of 0.3-0.5, moderate with a cup to disc ratio value of 0.5-0.7 and severe with a 
cup to disc ratio value above 0.7. For retinal analysis and calculating the cup to disc ratio value taken from a fundus camera, it 
must be done by an expert ophthalmologist, but it takes a long time. Therefore, feature detection and automatic cup to disc ratio 
value calculation are expected to assist doctors in analyzing glaucoma. The data used were 132 retinal fundus images consisting 
of 66 mild glaucoma images, 26 moderate glaucoma images and 40 severe glaucoma images taken from the RIM-ONE dataset 
(http://medimrg.webs.ull.es). Pre-processing techniques like cropping, resizing, brightness, Median Filter are used for noise 
removal. Subsequently, feature extraction with the help of GLCM. Consequently, the method used to classify the degree of 
glaucoma is the Deep Belief Network. The test simulation results obtained accuracy value of 99% with 99% of precision and 
100% of recall. 
 

I. INTRODUCTION 
A. Background 
The development of vision systems has significantly simplified tasks in different areas of science in which activities such as 
machine learning, evolutionary computing, image processing, among others, are developed. In recent years, numerous vision 
systems have been developed that help solve problems in multiple real-life applications. Computer vision and image processing 
have a lot in common, the purpose of each being different. Image processing seeks to improve the quality of an image, such as 
eliminating defects, correcting blur, improving the quality of colors, among others. In which there is an input image and the 
improved image as an output. In the vision system the objective is to obtain the description and interpretation by computers, having 
an image as input, which will be processed to extract attributes and as output a description of the image. In the present work, a 
comparison and analysis of the performance of extraction and classification of characteristics in digital images that are obtained 
from patients with glaucoma and diabetic retinopathy are made, from which the most significant qualities of these are obtained, 
which are textural and chromatic characteristics. Glaucoma and diabetic retinopathy are eye diseases that affect vision causing total 
loss. For the first condition, the aqueous humor contained in the eye does not drain properly due to a failure of the ocular drainage 
system causing a higher intraocular pressure, this causes the nerve fibers that meet in the optic disc to be damaged and may die, 
preventing signals from reaching the optic nerve. Glaucoma is the second largest cause of blindness in the world (Bulletin of the 
WHO) and an estimated 80 million people will develop glaucoma by 2021 [1]. For retinopathy produced in diabetic patients, high 
sugar levels cause the blood vessels that feed the retina to die, the eye tries to create new of these structures to continue with the 
correct blood supply but these new vessels are weak which causes let them fracture and bleed. In the early stages of this condition, 
weak blood vessels dilate, generating lumps that protrude from the walls. The more blood vessels are damaged, the more serious it 
will be, because it causes the nerve fibers and the macula to become impawned. At this stage of the condition there is still treatment. 
The problem is aggravated, as already mentioned, with the death of the blood vessels, causing the detachment of the retina. 
Retinopathy can lead to glaucoma, as scar tissue affects the drainage of watery fluid. Automatic vision systems help efficient and 
effective detection without the intervention of a professional, speeding up the results. For them the importance of the best selection 
of textural and chromatic characteristics [2]. Glaucoma has been known for a long time, but not many people know about the 
dangers of this disease. If it is too late or not treated properly, glaucoma can cause permanent blindness in sufferers. Lack of 
awareness of the dangers of glaucoma is due to the symptoms of this disease that the glaucoma sufferer cannot feel directly [3]. 
Research to detect glaucoma has been carried out by several previous researchers, including research conducted by [4] who 
developed a glaucoma disease identification system through fundus images using the Backpropagation method which has a system 
accuracy rate of 98.45% [5]  developed a system to detect glaucoma by combining Region of Interest (ROI) segmentation and 
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automated techniques system by using hemorrhage detection in certain areas of the fundus image with an regression  rate of 
86.17.57%. Another research was conducted by [6] who developed an automatic glaucoma detection system that was identified by 
calculating the cup to disc ratio (CDR). They have proven that if the CDR value is between 0.0-0.3 then the input image is normal. 
Meanwhile, if the CDR value obtained is greater than 0.3, the image is identified as glaucoma. This system has an F-score of 96%. 
Subsequent research conducted by [7] who developed a system for detecting glaucoma through optical disc and cup segmentation 
using K-mean clustering. The accuracy of the system they developed reached 92%. Based on the background and several studies 
using fundus images to identify glaucoma, the authors submitted a research proposal entitled "Identification of Glaucoma through 
Fundus Images Using a Deep Belief Network". The American Academy of Ophthalmology (2018) divides glaucoma into 3 types, 
namely open-angle glaucoma, closed-angle glaucoma, and glaucoma in children (childhood glaucoma). Open-angle glaucoma is 
further divided into primary open-angle glaucoma, normal-tension glaucoma, juvenile open-angle glaucoma, suspected glaucoma 
(glaucoma suspect), and secondary open-angle glaucoma. Angle closure glaucoma is also subdivided into primary angle - closure 
glaucoma with relative pupillary block, acute angle closure glaucoma, subacute angle closure glaucoma, chronic angle closure 
glaucoma, secondary closed angle glaucoma with and without pupillary block, and iris plateau syndrome. Primary open-angle 
glaucoma, the most common form of black and white races, causes an asymptomatic, progressive, bilateral visual field narrowing 
that arises slowly and often goes undetected until a broad narrowing of the field of view occurs. It is estimated that the prevalence of 
primary open-angle glaucoma in the United States in individuals over 40 years of age is 1.86% based on a population meta-analysis 
study (American Academy of Ophthalmology, 2018) [1-3]. Image is a representation (picture), similarity, or imitation of an object. 
Image is divided into 2, there is an image that is analog and there is an image that is digital. Analog image is an image that is 
continuous, such as images on television monitors, X-ray photos, and CT scan results. Meanwhile, digital images are images that 
can be processed by computers [8]. Image processing is a form of processing an image or image with a numerical process of the 
image, in this case the individual pixels or points of the image are processed. Digital image processing techniques help manipulate 
digital images using computers. The purpose of image processing is to improve image quality. Where the resulting image can 
display information clearly and extract feature information from the image. Some of the techniques used in image processing are as 
follows[9-11]. Brightness [12-14] is a process for adjusting the brightness of an image. If the pixel intensity is reduced by a certain 
value, the image will be darker and vice versa, if the pixel intensity is increased by a certain value, the image will be lighter. 
Brightness can be done with equation 2.1.  
 

 (eq.2.1)      ݇ + (ݕ ,ݔ) ݆݂ = (ݕ ,ݔ) ݂݅
 

Where:  
fi (x, y): Pixel value at point x, y after brightness, fj (x, y): Pixel value at point x, y Original image, k: Brightness gain value. The 
above equation is used for grayscale images. If used in RGB images, equation 2.1 can be derived as in equations 2.2, 2.3, and 2.4.  

 (eq.2.2)      ݇ + (ݕ ,ݔ) ܴ݆݂ = (ݕ ,ݔ) ܴ݂݅
 (eq.2.3)      ݇ + (ݕ ,ݔ) ܩ݆݂ = (ݕ ,ݔ) ܩ݂݅
 (eq.2.4)      ݇ + (ݕ ,ݔ) ܤ݆݂ = (ݕ ,ݔ) ܤ݂݅

 
Where:  
fiRGB: Pixel value at point x, y RGB image after brightness, fjRGB: Pixel value at point x, y original RGB image, k: Brightness gain 
value of image  
 

 
Figure 2.3: Contrast to Brightness  
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Median Filter [15,16] is used to remove salt & pepper type noise that is often found in retinal images. Noise has a fixed value of 0 
(pepper noise) and 255 (salt noise). This noise filtering technique is divided into two, namely linear and non-linear. The most widely 
used non-linear filter is the Median Filter which uses the median value to replace the damaged pixels and this filter is able to remove 
noise without removing the edges (Shrestha, 2014). This median filter technique focuses on the median or middle value of the total 
number of total pixel values contained in the image. The equation used to get the median value of an image can be seen in the 
equation:- 
࢞ = ା૚࢔

૛
 (૛.૞.ࢗࢋ)               

 Where:  
x: New value median, n: Total data  

 
Figure 2.4: Median Filter 

 
The grayscale technique is used to convert an RGB color image into a gray image. A gray image (grayscale) is an image where each 
pixel contains information on the intensity value of white and black. The lowest or no intensity value in a grayscale image is 
represented in black and the highest value represents white. All values between these highs and lows represent shades of gray. The 
number of these shadows depends on the possible values a pixel can have. if the pixel is expressed in bits, it can store two values, 0 
and 1 and thus a black and white image, no grayscale. If pixels are expressed in bytes, there will be 256 gray levels starting with 0 as 
black and ending with 255 as white [16-23]. The results obtained from the grayscale process will make it easier for the image to be 
processed further in the thresholding process. The equation used to convert an RGB color image to a grayscale image can be seen in 
equation 2.6: 

= ࢙ ࢈ ା ࢍ ା ࢘
૜

       (eq.2.6) 
Where: s: Grayscale image, r: Red value, g: Blue value, b: Green value  

 
Figure 2.5: Gray Scaling 

The thresholding procedure is used to adjust the degree of gray in the image which will produce a binary image [16-23]. The image 
has two gray levels, namely black and white. The process of determining the image color level at the thresholding is done by 
obtaining a threshold value. The thresholding process will change the pixel color to black if the image intensity value is less than the 
threshold value and if the image intensity value is more than the threshold value, the pixel color will turn white. The equation used 
to calculate the threshold value can be seen in equation 2.7:  

= ࢀ ࢔࢏࢓ࢌ ା࢙࢑ࢇ࢓ࢌ
૛

     (eq.2.7) 
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Where: T: Fax threshold value:, Fmaks: Maximum pixel value, Fmin: Minimum pixel value  

 
Figure 2.6: Process Thresholding 

 
The feature withdrawal process in this case study is carried out using the Gray Level Co-occurrence Matrix (GLCM) method [16-
23].GLCM is a matrix that represents the spatial distance and the relationship between two pixels in a grayscale image. GLCM is a 
matrix of size n × n, where n is the number of gray levels that a grayscale image has. The feature withdrawal steps using the GLCM 
method are as follows.  
 Determine the work area of the matrix.  
 Determine the distance and angle between the reference pixel and neighboring pixels. The distance (d) used is 1 and the angles 

  .used are 0o, 45o, 90o, and 135o (ߠ)
 Calculates the co-occurrence value based on the distance and angle that has been determined.  
 Adding the co-occurrence matrix with the transpose matrix so the co-occurrence matrix is proportioned.  
 Normalize the co-occurrence matrix by dividing each co-occurrence value in the matrix by the sum of all existing co-

occurrence values, so that the summation of all values in the matrix is 1.  
 Calculating the statistical features of the GLCM based on Haralick features.  
There are 6 characteristics used, namely contrast, homogeneity, energy, entropy, variance, and correlation.  

,࢏)࢖ (࢐ =
,࢏)ࢊࡼ (࢐

∑ ,࢏)ࢊࡼ ୀ૚ࡺ(࢐
࢐,࢏

 (૛.ૡ.ࢗࢋ)  

Contrast is used to measure the variation of the pair of gray levels in an image.Contrast is calculated using the formula in equation 
2.9:  

࢚࢙ࢇ࢚࢘࢔࢕࡯ = ෍ ࢏)(࢐,࢏)ࡼ − ૛(࢐
૚ିࡺ

ୀ૙࢐,࢏
 (ૢ.૛.ࢗࢋ)  

Homogeneity is used to measure the homogeneity of images with similar gray levels. Homogeneity is calculated by the formula in 
equation 2.10:  

ܡܜܑ܍ܖ܍܏ܗܕܗ۶ = ෍
(ܒ,ܑ)۾

 ૚ + (ܑ − ૛(ܒ
૚ିۼ

ୀ૙ܒ,ܑ
 (૛.૚૙.ܙ܍)  

Energy is used to measure the homogeneity of an image. Energy is calculated using the formula in equation 2.11:  

࢟ࢍ࢘ࢋ࢔ࡱ = ෍ ࢏).ࡼ − ૛(࢐
.

ୀ૙࢐,࢏
 (૛.૚૚.ࢗࢋ)  

Entropy is used to calculate the level of image irregularity. Entropy is calculated using the formula in equation 2.12:  

࢟࢖࢕࢚࢘࢔ࡱ = ෍෍ ࢏)࢐,࢏.ࡼ − μ࢏)૛
૚ିࡺ

ୀ૙࢐

૚ିࡺ

ୀ૙࢏

 (૛.૚૛.ࢗࢋ)  

Variance is used to measure the distribution between the mean combination between reference pixels and neighboring pixels. 
Variance is calculated using the formula in equation 2.13:  
 

= ࢋࢉ࢔ࢇ࢏࢘ࢇࢂ ૛࣌  = ෍෍ ࢏)࢐,࢏.ࡼ − ૛(࢏ࣆ
૚ିࡺ

ୀ૙࢐

૚ିࡺ

ୀ૙࢏

 (૛.૚૜.ࢗࢋ)  
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Correlation is used to calculate the association of pixels that have gray level i with pixels that have a gray level j. Correlation is 
calculated using the formula in equation 2.14:  

ij∑ =݊݋݅ݐ݈ܽ݁ݎݎ݋ܥ
(ܒ,ܑ)ܘ(ܒૄିܒ)(ܑૄିܑ)

ોܑોܒ
 (eq.2.14) 

 

 
Figure 2.7: Gray Level Co-occurrence Matrix (GLCM) method 

 
Artificial1intelligence has actually1started since1the season1heat in11956. at1that time1a group1of computer1experts, experts1and 
researchers1from other1disciplines from1various academies,1industry as1well as1various circles1converged on1Dartmouth 
College1to discuss1the potential1of from1the laboratory1to real1work implementation[24-27].Atfirstartificialintelligence1only 
existed1inuniversitiesand research1laboratories, and1very few1- if1any practical1product that1has beendeveloped. Towards1the 
end1of the1year 1970s1and early11980s, began1to be1developed gradually1full computers1in order1imitate or1simulate 
human1intelligence. Some1the scientists1involved were1Allen Newel,1Herbert Simon,1Marvin Miskey,1Oliver Selfridge,1and 
John1McCarthy. Since1at that1time, experts1began to1work hard1to make,discuss, change1and develop1until reaching1full 
point1of progress.1Starting and1the results1are gradually1starting to1be marketed.1Currently, many1research results1are being1and 
have1been 11converted into1tangible products1that bring1profits for1the wearer.1 Artificial1intelligence (AI),1the 
definition1according to some1experts:  
1) Schalkoff1(1990): AI1is an1endeavoring field1of study1describe and1imitate intelligent1behavior in1forms 

computational1process.  
2) Rich1and Knight1(1991): AI1is the1study of1means make1computers do1something that1was, until1recently this,1people 

can1do better.1 
3) Luger and1Stubblefield (1993):1AI is1a branch1of science1computer-related behavioral1automation the1smart one.1 
4) Haag and1Keen (1996):1AI is1a field1of study1that is1related to1capturing, modeling,and storage1of human1intelligence in1a 

system1information technology1so that1the system1can facilitate1the decision-making1process usually1done by1humans.  
 
Artificial intelligence is a technology that simulates human intelligence. Computers can quickly solve a problem by imitating how 
humans solve the problem. One branch of AI is focused on developing algorithms for analyzing the content of an image. Computer 
vision tries to imitate the workings of the human visual system. Computer vision aims to allow computers to recognize an image and 
make decisions. The rapid development of the internet has led to the development of an extraordinary volume of textural 
information. Basically, the world community is very dependent on the existence of information from various fields, be it 
information in the form of text, images, videos or information from a web page [28-31]. 
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Figure 2.9: Structure of Computer Vision 

 
Artificial Neural Network is a logical model that works based on the human brain. The workings of the brain using a number of 
simple neurons and interconnected with a weight value that transmits the signal from one neuron to another neuron can be modeled 
by an artificial neural network. Input will be received by each neuron through its connection. An output that corresponds to the 
weighted value of the relationship will be generated by the neuron, then the output will be forwarded back to the other neurons. 
Each neuron in an artificial neural network consists of several layers or layers. An artificial neural network generally consists of 
three layers, namely: the input layer, namely the nodes that receive the input signal, the middle layer which is also known as the 
hidden layer, which is the node that connects the nodes in the input layer with the nodes in the output layer and the output layer, 
namely nodes- the node that generates the output signal. Artificial neural networks learn by adjusting the weight values used to 
transmit values from one neuron to another [32-36]. Neural networks are one of the most advanced programming methods ever 
invented. In the conventional approach to programming, the computer is told what to do in solving a big problem by dividing it into 
many small precisely defined tasks so that problem solving can be done easily by the computer. On the other hand, in an artificial 
neural network, the computer is not told how to know which problem to solve. Instead, it learns from observational data then looks 
for solutions to solve problems. However, until 2006 researchers did not know how to train neural networks to be able to go beyond 
the computer problem solving approach in a more traditional way, except for a few specific problems [37-41]. Deep1Belief Network 
(DBN) is1one of1the most1popular deep1learning models1consisting of1a number1of Restricted1Boltzmann Machine (RBM) 
layers1and a1Backpropagation (BP) layer. RBM is a1generative model1that can1collect structural1information in1data and1can 
effectively1train non-linear1data through1unsupervised training.1Each RBM1layer extracts1input data1in a1bottom-up manner1and 
the1output information1from the1last RBM1layer is1used as1input data1from the1BP neural1network.TheRBMtrainingprocess 
makesit suitable1as a1DBN module.1The objective1of DBN1is to1extract and1separate bottom-up1input data1for each1RBM 
layer1and store1all important1information. The1multi-layer RBM1layer uses1the unsupervised1learning method,while 
the1Backpropagation Neural1Network (BNN)1uses the1supervised learning1method. Each layer of the RBM extracts input1data 
bottom-up1and the1output information1from the1last layer1of the1RBM network1is used1as input1data at1the BNN.1Because 
the1training carried1out by1each RBM1layer can1only make1the parameters1at that1layer achieve1optimization, we1use BNN1for 
top-down1tuning of1the entire1model. Meanwhile, the information1obtained from1the optimization1of the1RBM network1is 
used1as the1BNN data1input which1solves the1problem of1the BNN,1namely that1it is1easy to1fall into1local minimums1and 
has1slow1convergence [42-47].  

ܒ൫۶۾ = ૚ห܄൯ = ܒ۰)܎ +∑ ܄ܑܒܑ܅ ܕ (
ܑୀ૚           (2.15) 

ܒ൫۶۾ = ૚ห܄൯ = ܒ۰)܎ +∑ ܒܑ܅
ܑ܄
ોܑ
૛) ܕ

ܑୀ૚  (2.16) 

܄)۾ = ૚|۶) = ܒ۱)܎ + ∑ ܕ) (۶ܑܒܑ܅
ܑୀ૚         eq.2.17) 

The Negative Phase uses Gaussian Bernoulli, so it becomes:- 
܄ܑ)۾ = (۶|܄ = ܒ۱|܄)ۼ +∑ ܕ) (۶ܑોܑ૛ܒܑ܅

ܑୀ૚ eq.2.18) 
 (eq.2.19) ((݆݅ܧ) ݁ݒ݅ݐܽ݃݁ܰ - (݆݅ܧ) ݁ݒ݅ݐ݅ݏ݋ܲ) ∗ܮ + ݆ܹ݅ = (݆ܹ݅) ݐ݀݌ܷ
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with derivatives 
(࢞)૚ࢌ = ൫૚(࢞)૚ࢌ −  (૛.૛૚.ࢗࢋ)൯(࢞)૚ࢌ

(ܠ)܎ =
ܑܢ܍

∑ ܓ܍
ୀ૚ܓ

ܒܢ  (૛.૛૛.ܙ܍) 

 (eq.2.23) ((ݔ)݂ − 1)(ݔ) = (ݔ) ′ ݂
 
The most used non-linear activation functions are the following: 

(ࢠ)࣌ =
૚

૚ + ࢠିࢋ  (૛.૛૝.ࢗࢋ) 

 Hyperbolic Activation Function 

࢟ =
࢞ࢠࢋ − ࢞ࢠࢋ

࢞ࢠࢋ + ࢞ࢠࢋ  (૛.૛૞.ࢗࢋ) 

 Relu Function (Rectified Linear Unit) 
= ࢟  (૛.૛૟.ࢗࢋ)(࢞,૙)࢞ࢇ࢓ 

The ReLU (Rectified Linear Unit - see figure 2.19 function is the most used (at the time of writing this work) and is used in almost 
all types of networks convolutional as well as in other types of deep learning networks. It is derivable and it is monotonic (its 
derivative is also monotonic). A disadvantage of the ReLU function is that the weights could be updated in a certain way in which 
the neuron never fires, that is, the output of that neuron is always zero and when that condition is reached during training. However, 
it has important advantages compared to the Sigmoid or Tangential Hyperbolic function, such as the acceleration in the convergence 
of the network (by means of the stochastic descending gradient) because it does not involve costly calculations in training [42-47]. 
Furthermore, it does not suffer from the phenomenon of gradient disappearance. This function is a variation of the ReLU function, 
where the values ofX less than 0 are mapped to a function and y = aX (with to equal to a small constant and greater than 0), instead 
of y = 0 as we saw previously (see equation 2.27) [42-47]. 

࢟ = ࢑)ܠ܉ܕ ∗ ,࢞ (࢞ ; ૙ ࢔࢕ࢉ < ݇ < .ݍ݁) 1 2.27) 
Figure 2.20: Leaky ReLU activation function (Non-linear) 

ࢌ ≈ ࡲ∋ࢌ࢔࢏࢓ࢍ࢘ࢇ ൭
૚
࢔ ∗  ෍(࢏࢟,(࢏࢞)ࢌ)࢐

࢔

ୀ૚࢏

൱ (ࢗࢋ૛.૛ૡ) 

(ࣂ)ࡶ = ൭
૚
࢔ ∗  ෍((࢏࢞)ࢌ− (࢏࢟

࢔

ୀ૚࢞

൱
૛

 (૛.૛ૢࢗࢋ) 

ࡾࡺࢀ =
࢙ࢋ࢜࢏࢚ࢇࢍࢋ࢔ ࢋ࢛࢚࢘ ࢌ࢕ ࢘ࢋ࢈࢓࢛ࡺ

࢙ࢋ࢒࢖࢓ࢇ࢞ࢋ ࢋ࢜࢏࢚ࢇࢍࢋ࢔ ࢌ࢕ ࢘ࢋ࢈࢓࢛ࡺ  =
ࡺࢂ

+ ۼ ܄ ۼ۴ 
 (૜.૜૙.ࢗࢋ)

ࡾࡼࢀ =
࢙ࢋ࢜࢏࢚࢏࢙࢕ࡼ ࢋ࢛࢚࢘ ࢌ࢕ ࢘ࢋ࢈࢓࢛ࡺ

࢙ࢋ࢒࢖࢓ࢇ࢞ࢋ ࢋ࢜࢏࢚࢏࢙࢕ࡼ ࢌ࢕ ࢘ࢋ࢈࢓࢛ࡺ  =
ࡼࢂ

+ ۾ ܄ ۼ۴ 
 (૜.૜૚.ࢗࢋ)

۴૚ − = ܍ܚܗ܋܁  ૛ ∗  
࢔࢕࢏࢙࢏ࢉࢋ࢘ࡼ ∗ ࢒࢒ࢇࢉࢋࡾ
࢔࢕࢏࢙࢏ࢉࢋ࢘ࡼ ࢒࢒ࢇࢉࢋࡾ+

 (૛.૜૝.ࢗࢋ)

࢟ࢉࢇ࢛࢘ࢉࢉ࡭ =
࢙࢔࢕࢏࢚ࢉ࢏ࢊࢋ࢘࢖ ࢋ࢜࢏࢚࢏࢙࢕࢖ ࢚ࢉࢋ࢘࢘࢕ࢉ ࢌ࢕ ࢘ࢋ࢈࢓࢛ࡺ

࢙࢔࢕࢏࢚ࢉ࢏ࢊࢋ࢘࢖ ࢋ࢜࢏࢚࢏࢙࢕࢖ ࢌ࢕ ࢘ࢋ࢈࢓࢛ࡺ  =
ࡼࢂ

+ ۾ ܄ ۾۴ 
 (૛.૜૞.ࢗࢋ)

The data used were 50 data. From the combination of feature extraction used by the author, the system accuracy rate for glaucoma 
classification results reaches 86% [51]. The study by Golob, Anna & Takahashi, Traci & Johnson, Kay [53] in the year 2020 which 
made the system detect the location of a tumor or breast cancer obtained an accuracy rate of 91%. The data used for this detection 
process uses a mammogram image with a combined data processing method of MLP algorithms and multilevel threshold. Medical 
images were obtained from the segmentation results, namely the gray image which was used as input in the extraction process using 
CNN and RGB images used in the process of determining the location of a tumor or cancer. 
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Another D. Varshni, K. Thakral, L. Agarwal, R. Nijhawan and A. Mittal [54] in the year 2019 methodology used by the authors 
works under an architecture of densely connected neural network or known as DenseNet-169. The authors determined that the ideal 
feature extraction architecture to support loss of gradient is DenseNet-169, as your pre-trained network consists of 169 layers of 
equal sizes directly to each other. In the last phase, the classification, different techniques were used such as Support Vector 
Machine (SVM), Random Forest, Naive Bayes, K- nearest, among others. Research determined that the combination of the 
DenseNet-169 architecture as a feature extractor and SVM as the classifier. Research by Torres, C. and López, C., [55] in the year 
2019 proposed a model for the classification of cases of schizophrenia through electroencephalography (EEG) signal analysis with 
the use of deep learning methods. Using other studies carried out for the same type of disease using trait classifiers such as Random 
Forest, they realized that the information obtained from the characteristics of EGG signals are of high dimensionality, variability 
and multichannel, for which they proposed to apply the technique of Pearson's correlation coefficient (PCC), thereby reducing this 
type of characteristics and bring them to a heat matrix that could serve as input for a neural network convolutional. Finally, the 
results that his study shows are based on metrics of precision, specificity and sensitivity. The ultimate goal is to establish a 
prediction model with techniques such as PCC for precision in the diagnosis and classification of different mental illnesses that use 
EGG signals. 
 

II. PROPOSED METHODOLOGY 
This chapter will discuss the analysis and design of glaucoma identification applications. The analysis stage discusses the steps 
taken to identify glaucoma starting from the data analysis stage, the prepocessing stage to the identification stage using the Deep 
Belief Network. At the next design stage, the system interface display design will be carried out.  
 
A.  General Architecture  
This section will discuss the steps involved in developing a glaucoma identification application. The steps taken are as follows: the 
stage of collecting fundus image data consisting of normal images and glaucoma images which will be used as training data and test 
data; the prepocessing stage consisting of brightness, median filter, grayscale, and thresholding; the image feature extraction stage 
uses the Gray Level Co-occurrence Matrix (GLCM); and the image classification stage using the Deep Belief Network. After these 
steps are carried out, the application can produce output in the form of glaucoma identification results. The stages can be seen in the 
form of a general architecture in Figure 2.1. Figure 3.1 is an overview of the general architecture of the research classification using 
deep learning with an adaptive learning rate. The initial process is to collect data related to the data to be examined, then normalized 
and transformed the dataso as to produce data that is ready to be tested. Furthermore, the data is divided into two namely data for 
training and data for testing. Classification process using a standard deep neural network on the one hand, and on the other using a 
deep neural network with an adaptive learning rate. The training process the deep neural network has 2 training phases, the first 
phase is unsupervised learning deep belief network, and the second phase of supervised learning fine-tuning deep neural network. 
The final result of the classification will be analyzed for each of its performance. 

 
Figure 2.1: Proposed Architecture 
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B.  Preprocessing Data 
The data preprocessing stage is the stage of data selection that aims to get data that is suitable for use. The value is often found in 
raw data missing value, not stored value (misrecording), data sampling which is not good enough and whatnot. Therefore it takes 
steps like discard some records that will not be analyzed or that do not becomedeterminants of data classification and 
transformation. 
 
 Data Transformation 
Data transformation was carried out to obtain the overall value for each attributewith a scale of 0 to 1 so that the analysis process is 
easier to do. The value transformation in the data uses the following equation: 

܍ܝܔ܉܄ܟ܍ۼ = ܍ܝܔ܉܄ ܖܑۻି܍ܝܔ܉܄ ܌ܔ۽
܍ܝܔ܉܄ ܖܑۻି܍ܝܔ܉܄ ܠ܉ۻ

−ܠ܉ۻ ܍܏ܖ܉܀)   Range Min        (1) + (ܖܑۻ ܍܏ܖ܉܀
 Data Set 
The data used in this study are fundus images consisting of normal images and glaucoma images. This data was obtained from the 
RIM-ONE database (http://medimrg.webs.ull.es). RIM-ONE is a retinal fundus image database developed by 3 hospitals, namely 
Hospital Universitario de Canarias, Hospital Clinico San Carlos, and Hospital Universitario Miguel Servet. The types of images 
used in this study are normal fundus images and glaucoma fundus images. In Figure 3.2 part (a) is a normal fundus image and in 
part (b) is a glaucoma fundus image. 

 
Figure 2.2 (a) Normal Fundus Image (b) Fundus Glaucoma Image 

 
In the pre-processing stage, several processes are carried out to produce an image that is it is better to process it at a later stage. The 
pre-pocessing stage is brightness, median filter, grayscale, and thresholding.  
 
1) Brightness 
Image brightness is the step to adjust the brightness of an image. This stage done to increase the brightness of the image so that the 
optical disc looks even more it is clear where this stage is carried out so that the image can be more easily processed at the stage 
next. It can be seen in Figure 3.3 part (a) is an original image that has not been processed and part (b) is the result of the brightness 
enhancement process carried out on original image. 

 
Figure 2.3 (a) Original Image (b) Image Result of Brightness 
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2) Median Filter 
This stage is done to remove salt & pepper type noise that is often found in the image. Median filter works by processing every pixel 
in the image then replacing each pixel value with the nearest pixel median value. The pattern of the median value of the surrounding 
pixels is called a window. Figure 3.4 is the image resulting from the median filter. 

 
Figure 2.4 Image of Median Filter Result 

3) Grayscale 
Fundus image which is an RGB color image will then be converted into a gray image by utilizing the grayscaling process. In Figure 
3.5, you can see the image of the grayscale process. 

 
Figure 2.5 Grayscale Result Image 

4) Thresholding 
5)  
The thresholding stage is carried out to change the gray image into a binary image is worth 0 (black) and 1 (white). The image areas 
that tend to be dark will be changed becomes black (intensity value 0) and an area of the image that tends to be bright is created 
becomes white (intensity value 1). Figure 3.6 shows the image of the thresholding result. 

 
Figure 2.6 Thresholding Result Image 

 
C.  Feature Extraction 
After going through the preprocessing stage, the next step is the extraction stage feature (feature extraction). The feature extraction 
method used in this study is the Gray Level Co-occurrence Matrix (GLCM). Here are the steps feature extraction using GLCM. 
1) Forming a framework matrix using the degree of gray value (gray level) image. The gray level value used is 256. 
2) Determine the track and distance between one pixel and the surrounding pixels. Distance cast-off is 1 and the direction used is 

0o , 45o , 90o , and 135o. 
3) Calculating the co-occurrence value based on the predetermined direction and distance. 
4) Adding the co-occurrence matrix with the transpose matrix so that the matrix co-insurance to be symmetrical. 
5) Normalize the co-occurrence matrix that is in symmetrical form with how to divide the co-occurrence value in the matrix by the 

total number of values the existing co-occurrence standards, so that the summation of all the values is 1. 
6) Compute the value of the features of the GLCM. There are 6 features used, namely contrast, consistency, energy, entropy, 

variance, and relationship.  
The co-occurrence matrix is calculated based on 1 distance and 4 directions, then the value of 6 features calculated for each co-
occurrence matrix that has been normalized, so that there will be 24 features produced. An example of a feature value from a retinal 
image in Figure 2.6. shown in Table 1 
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NO. QVALUE DIRECTION FEATURE 
1 QCONTRASTQ 10O 13.176131 
2 QCONTRASTQ 145 O 16.654541 
3 QCONTRASTQ 190 O 14.047411 
4 QCONTRASTQ 1135 O 16.409021 
5 QHOMOGENEITYQ 10 O 10.565751 
6 QHOMOGENEITYQ 145 O 10.452881 
7 QHOMOGENEITYQ 190 O 10.538271 
8 QHOMOGENEITYQ 1135 O 10.456371 
9 QENERGYQ 10 O 10.006421 

10 QENERGYQ 145 O 10.004521 
11 QENERGYQ 190 O 10.005841 
12 QENERGYQ 1135 O 10.004561 
13 QENTROPYQ 10 O 15.628521 
14 QENTROPYQ 145 O 15.98941 
15 QENTROPYQ 190 O 1574,6351 
16 QENTROPY 1135 O 15.970091 
17 QVARIANCEQ 10 O 1145.39951 
18 QVARIANCEQ 145 O 1144.08761 
19 QVARIANCEQ 190 O 1145.55771 
20 QVARIANCEQ 1135 O 1144.7491 
21 QCORRELATIONQ 10 O 10.989081 
22 QCORRELATIONQ 145 O 10.976911 
23 QCORRELATIONQ 190 O 10.98611 
24 QCORRELATIONQ 1135 O 10.977861 

Table 1 GLCM Features  
 

D. Proposed Algorithm  
The next step after getting the GLCM feature value is image identification via Deep Belief Network (DBN) method. The 
preliminary stage carried out in the image identification procedure is the training dataset training process. In this case study, 
researcherscast-off 80 input data to be trained. The Restricted Boltzmann Machine (RBM) algorithm is also used during the training 
process.  
The parameters used in the DBN method are: 
 Determine the number of visible nodes. In this study, there are 3 nodes takenfrom the characteristics of glaucoma images, 

namely optical disc, optic cup, and vesselsretinal blood. 
 Determine the number of hidden nodes. In this study there are 2 nodes determined because the results were normal and 

glaucoma. 
 Determine the value of the learning rate. The value specified is 0.1. 
 Determine the momentum value. The value specified is 0.5. 
 Determine the unsupervised epoch value. 
 Determine the supervised epoch value. 
 
1)  Determining the Network Architecture  
Before data processing, it is necessary to determine the network architecture, such as determining the number of layers used, the 
number of neurons in each layer used, the activation function used, and other parameter values. 
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a. Input layer Based on the attributes to be used, there are contrast, homogeneity, energy, variance and correlations like attributes 
that will be used as neuron input. 

b. Hidden layer / dense layer In a neural network, it is generally not more than 2 layers, but in deep learning it is possible to have 
more than two hidden layers. However two layers can also be used for simple datasets. There are three rules in choosing the 
number of neurons in each hidden layer  
1. The number of neurons between the input and output sizes of neurons  
2. The number of neurons is 2/3 of the input neurons plus the output of the neurons  
3. The number of neurons is less than 2 times the input of neurons From the above criteria, this study will use 2 hidden layers 
with 9 neurons on each layer.  

c. Output layer Generally, the number of neurons in the output layer depends on the classification problem. This study includes a 
multi-class classification, which will classify three types of mangrove sprouts, so that the number of neurons in the output layer 
is 3.  

d.  Activation function The activation function commonly used in classification on neural networks with a value between 0-1 is 
the sigmoid activation function, but the sigmoid activation function is generally used for binary classification. This study uses 
a multi-class classification which has 3 neurons in the output layer. The softmax activation function can be used in multi-class 
classification which has an output of more than 2 neurons, this activation function is generally used at the output layer in a 
neural network. So this research uses the sigmoid activation function in the hidden layer, and the softmax activation function in 
the output layer.  

e. Parameters Parameters such as weights and bias used are random, and the learning rate used is 0.1. Other parameters in this 
study such as momentum are not used, this is based on the use of standard values of momentum on several problems that 
cannot have a major effect, such as doing a combination with softmax. Architectural specifications to be built is depicted 
below. 

 
2) Steps for Training using DBN 
The deep belief network (DBN) that has been trained in the first phase of training will be transformed into a deep neural network 
(DNN) by adding a discriminative layer ݕ at the top layer of the RBM, then changing the connection within the DBN (from two 
directions to one direction) becomes feed-forward. The parameters that have been previously estimated by DBN can be used directly 
as DNN parameters, or can also be improved, for example by applying the backpropagation algorithm. The flow of the 
backpropagation algorithm is as follows: 

1. Using the same number of neurons and structures as the DBN that was pre-trained using the Contrastive 
Divergence algorithm in the first training phase. 

2. Change the direction of the weight which was originally two-way or not directional to one direction like the Multi-
layer Perceptron 

3. Set weight for each weight and bias is the final weight in the DBN Contrastive Divergence process above. 
Feed Forward 

4. Each hidden unit (ܼ݆) receives a signal from each input unit (ܺ݅) with the following equation. 
∑ + ݋݆ݒ = ݆ݐ݁݊_ܼ ܖ,

ܑୀ૚   ݆ݒ݅ݔ
Use the1activation function1to calculate1the output1signal: 

 1(݆ݐ݁݊_ܼ) 1݂= ݆ܼ
And send1the signal1to all1the upper1layer units(output units). 

 
Thisstepisdone as1many as1the number1of hidden1layers. 
1. Calculate all1network outputs1in the1output layer(ܻ݇, ݇1= 1,2,1..., ݉) 
2.  

∑ +01݇ݓ =1݇ݐ݁݊_ܻ ࢖,
ୀ૚࢐  1 ݆݇ݓ݆ݖ1

 
This section contains implementation and testing of applications based on analysis and system design that has been discussed in the 
previous chapter. This stage aims to displays the results of the system design that has been built and the testing process a system for 
identifying glaucoma. 
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E. Application Requirements 
In designing the glaucoma disease identification application through fundus images using the Deep Belief Network requires both 
hardware and software supporters include: 
1) Hardware 
The hardware specifications used in this application are: 

a) 6 Core vCPU VM Processor (2 units) 
b) 2 Core vCPU VM Processor 
c) 56 GB DDR4 RAM (2 units) 
d) 8GB DDR4 RAM 
e) 340 GB Temporary Storage (2 units) 
f) 110 GB SSD Storage (3 units) 
g) Nvidia Tesla K80 (2 units) 

 
2) Software 
The software specifications required in this study include: 

a) CentOS6.064 bit Operating System [Server]. 
b) Windows 10 64 bit Operating System along with Browser (Chrome) [Client]. 
c) Anaconda Python 3.6. 
d) Library: Pandas,Numpy, Matplotlib, PIL, Keras, Tensorflow, OpenCV. 
e) Jupyter Notebook 

 

3) Data Implementation 
This study uses a dataset in the form of digital images derived from retinal photographs. The dataset obtained is sourced from an 
online data science and artificial intelligence platform called RIM-ONE dataset (http://medimrg.webs.ull.es) however the same data 
is also available on kaggle.com. From these data, the classification can be divided into 2 categories of eye blindness, namely normal 
and glaucoma. 
 
4) Preprocessing 
To start the research, pre-processing was carried out which consisted of several stages. Pre-processing is done to convert digital raw 
into digital images that are ideal for the training process. The first thing to do is to make sure the dataset used has a label for the type 
of blindness that each eye has and can be used for the training process. The data that has been prepared must be visualized to show 
the eye and the type of label as shown below. 

 
Figure 2.7: Fundus Images (Dataset) 
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From the results of the visualization above, it can be ascertained that the data used already has a  label and is a dataset that is in 
accordance with the needs of this study. Then the thing that must be done is pre-processing so that the dataset becomes an ideal 
dataset so that there are no obstacles in the training process. 
 
5) Brightness 
This stage increases the brightness of the image so that the optical disc looks even more it is clear where this stage is carried out so 
that the image can be more easily processed at the stage next. 

 
Figure 2.8 Brightened Retina Image 

6) Median Filter 
Median filter functions to remove noise in the image. Noise removal is carried out in order to produce better quality images. The 
filter used  with 2D images as under: 

.  
Figure 2.9: Filtered Retina Image 

7) Grayscale 
Grayscale means a process to turn an eye digital image into a monochromatic digital image. In this study, the purpose of 
carrying out the grayscale process is to ensure that the eye anomaly that has been described as a parameter can be seen when 
the training process is in progress. At this stage the grayscale process is carried out using the gaussian blur method. The 
gaussian method is combined with the image blending process. The image blending formula used is as follows. 

 
 
The image blending process with the Gaussian blur method allows for several variations. Variation is carried out at α using a value 
between 0 and 1. The process of changes can produce different transformations depending on the type of requirement. 

 
g(x) = (1 − α) .f0(x) + 

αf1(x) 
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Figure 2.10 Retina Image Converted to Grayscale 

F. GLCM 
The extraction1of1second-order statistical1features is1carried out1with a1co-occurrence matrix,1which is1an intermediate1matrix 
that1represents the1adjacency relationship1between pixels1in an1image in1various orientations1and spatial1distances .1The co-
occurrence1matrix is1a matrix1of size1L x1L (L1represents the1number of1gray levels)1with the1element P1(x1, x2)1which is1a 
joint1probability distribution1of a1pair of1points with1a gray1level x11located at1coordinates (j,1k )1where x21is located1at 
coordinates1(m, n).1The coordinates1of the1pair of1points are1r with1the angle1θ. Thesecondlevelhistogram P(x1, x2)1is 
calculated1with the1following approximation results. 

 

Figure 2.11 Feature Extraction using GLCM 

G. System Testing using DBN 
System testing is carried out to determine the ability of the system that is built to identify fundus images. The system's ability to 
identify fundus images depends on the training process using the Deep Belief Network because the training procedure produces the 
final weights that will be used in the testing phase. Previously, 66 glaucoma images and 66 normal images were tested with different 
epoch parameters. The graph of the system accuracy value after testing 40 images with different epoch parameters havebe see in 
Figure 4.6. From tests carried out by different epoch parameter standards as under with accuracy of 98.00%. 
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Figure 2.12  Network Training using Epoch’s 

 
1) Confusion Matrix 
Based on the system evaluation score using confusion matrix, the system is considered quite effective in identifying glaucoma 
through fundus images using the method that has been applied to the system. The system achieves a precision in advance glaucoma 
the precision score of 99%, recall of 100%, and the f1 score of 99%  whereas in normal control or  glaucoma the precision score of 
100%, recall of 98%, and the f1 score of 99%  and the overall  system accuracy score of 99.0%. 

 
Figure 2.13: Result Illustration using Confusion Matrix and ROC 

 
Based on the results of the experiment from this study, it can be concluded that the use of the Deep Belief Network architectural 
model results in a maximum and linear change in process. The results of research using Deep Belief Network produce a more 
rational accuracy when compared to other Neural Architectural models as student in literature with several iterations of almost 99% 
of accuracy. Therefore, this scheme can act as defacto standard for Glaucoma Detection. 

 
III. CONCLUSIONS AND SUGGESTIONS 

The conclusions and suggestions obtained in building an application for glaucoma identification through fundus images using the 
Deep Belief Network.  
 
A. Conclusion  
The conclusions that can be drawn from the results of testing the identification of glaucoma through fundus images using the Deep 
Belief Network are as follows:  
1) The Deep Belief Network method is able to identify glaucoma through fundus images well. The results of the identification 

process of glaucoma through fundus images with an  advance glaucoma the precision score of 99%, recall of 100%, and the f1 
score of 99%  whereas in normal control or  glaucoma the precision score of 100%, recall of 98%, and the f1 score of 99%  and 
the overall  system accuracy score of 99.0%. 

2) The selection of DBN parameter values has an influence on the accuracy results. The parameters used are supervised epoch 
100.  

3) The difference in the values used for the parameters also affects the duration of the training. The higher the epoch value, the 
longer the training data will be.  
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B. Suggestions 
The suggestions that can be given by the author regarding this research for further development are as follows:  
1) Using other neural network methods to compare with the classification results obtained from the Deep Belief Network method.  
2) Inculcate the layers which can reduce the training time with same level of accuracy. 
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