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Abstract: Exhaust Gas Temperature (EGT) serves as a vital indicator in jet engine health monitoring, particularly during high-

power phases such as takeoff. Accurate prediction and monitoring of EGT can play a crucial role in ensuring engine efficiency, 

preventing overheating, and supporting predictive maintenance strategies. This review explores various data-driven approaches 

for EGT prediction, emphasizing the application of machine learning techniques such as linear regression. The integration of 

flight parameters like thrust and airspeed enables more accurate estimations of EGT behavior under dynamic conditions. In 

addition, visualization tools such as Google Charts and Python-based data analysis platforms (e.g., pandas, scikit-learn, and 

matplotlib) are discussed for their effectiveness in presenting real-time predictions and alerts. The paper also highlights how 

web-based simulations and alert systems can improve the interpretability and responsiveness of EGT monitoring frameworks. 

This review aims to provide a comprehensive understanding of EGT prediction technologies and their implications for 

enhancing modern aircraft engine diagnostics. 
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I. INTRODUCTION 

The continuous monitoring of aircraft engine performance is a critical aspect of modern aviation safety and maintenance practices. 

Among the various engine parameters, Exhaust Gas Temperature (EGT) plays a significant role in assessing the thermal efficiency 

and operating health of a jet engine. EGT is particularly important during takeoff, where the engine operates at maximum thrust and 

is subject to increased thermal stress. Excessive EGT levels can lead to long-term damage, reduced engine lifespan, and in severe 

cases, in-flight engine failure. Traditionally, EGT monitoring has relied on threshold-based systems and scheduled inspections. 

However, with the advancement of data acquisition systems and the availability of real-time flight data, predictive analytics has 

emerged as a promising approach to monitor and forecast EGT behavior more accurately. Machine learning techniques, especially 

regression models, offer the ability to model complex relationships between engine parameters and EGT. This paper presents a 

review of current techniques and technologies used in the prediction of EGT, focusing on the use of multivariate linear regression 

models trained on key flight parameters such as thrust percentage and airspeed. Furthermore, it explores the role of data 

visualization and interactive web-based platforms in enhancing the interpretability of predictive outputs. The integration of Python-

based libraries for model development and Google Charts for real-time simulation serves as a practical demonstration of how 

lightweight and accessible tools can support advanced aircraft engine diagnostics. 

 

II. BACKGROUND AND LEARNING APPROACH 

Jet engines operate by compressing incoming air, mixing it with fuel, and igniting the mixture to produce high-pressure exhaust 

gases that generate thrust. A crucial metric in this process is the Exhaust Gas Temperature (EGT), which reflects the thermal load on 

the engine's components, especially during high-power operations such as takeoff and climb. Maintaining EGT within safe 

operational limits is essential to avoid thermal fatigue, component wear, or even catastrophic failure. 

Traditionally, EGT monitoring has been based on sensor data, with fixed thresholds defined by engine manufacturers. While 

effective to some extent, these systems may not provide early warnings of developing issues. As aircraft systems become 

increasingly data-rich, there is growing interest in data-driven methods that can forecast EGT based on multiple influencing 

parameters. This predictive capability enables proactive maintenance, reducing unscheduled downtimes and improving engine life-

cycle management. This review emphasizes a supervised learning approach, particularly multivariate linear regression, for the 

prediction of EGT. In this method, the model learns the relationship between multiple input features — such as thrust percentage 

and airspeed (knots) — and the output target, i.e., EGT in degrees Celsius. 

The process involves the following steps: 

1) Data Collection and Preprocessing: Flight data is gathered in structured form (e.g., Excel format), containing timestamped 

records of engine parameters. 
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2) Feature Selection: Parameters like thrust and speed are selected as predictors based on their physical relevance to EGT 

dynamics. 

3) Model Training: A linear regression model is trained using Python’s scikit-learn library, capturing the correlation between 

inputs and EGT. 

4) Prediction and Evaluation: The trained model is used to predict EGT values. These are then compared with actual values to 

assess performance. 

5) Visualization: Using Google Charts, the actual vs. predicted EGT values are dynamically visualized over time. Real-time alerts 

are triggered when actual EGT exceeds predicted safety thresholds. 

This approach balances simplicity and effectiveness, making it suitable for educational, experimental, or early-stage industrial 

applications. Additionally, the integration with web technologies ensures ease of access and interactive exploration of results. 

 

III. LITERATURE REVIEW 

Sharma et al. [1] analyzed the prediction of Exhaust Gas Temperature (EGT) at takeoff, which has been the focus of numerous 

studies aiming to enhance aircraft engine health monitoring. One effective approach integrates physical modeling with data-driven 

techniques to improve mission parameterization and flight performance analysis. Such hybrid models have demonstrated higher 

accuracy than traditional physics-only models, especially when calibrated with real-world flight data.  

Zhang et al. [2] highlighted that deep learning architectures, particularly Long Short-Term Memory (LSTM) networks, have been 

extensively used to model nonlinear and timedependent engine behavior. When combined with compensation mechanisms such as 

Gradient Correction Methods (GCM) and Real-time Correction Methods (RtCM), these models significantly improve accuracy in 

dynamic conditions.  

Lee et al. [3] emphasized the value of Symbolic Regression (SR) in creating interpretable models that adhere to physical laws while 

maintaining low prediction error. This transparency is critical in safety-sensitive systems like aircraft engines. 

Huang et al. [4] proposed optimized ensemble models, such as LightGBM tuned using metaheuristic algorithms like the Bat 

Algorithm, which offer a balance of speed and performance. These models have outperformed standard techniques including 

Random Forests and XGBoost in multiple benchmarks.  

Zhang et al. [5] further improved these results by combining Deep Convolutional Neural Networks (DCNN) with LightGBM to 

enhance feature extraction and reduce overfitting risk.  

Li et al. [6] demonstrated the efficiency of Generalized Regression Neural Networks (GRNN), showing that they provide fast and 

accurate predictions with minimal error when compared to other techniques such as RBF, SVR, and RF.  

Similarly, Yang et al. [7] applied classical approaches like Genetic Programming (GP) to simulate and forecast engine parameters 

such as EGT based on historical values and control inputs.  

Kumar et al. [8] explored the use of Extreme Learning Machines (ELM) optimized with Restricted Boltzmann Machines (RBM), 

which provided greater prediction stability and performance in aircraft environments such as Auxiliary Power Units (APUs).  

Zhang et al. [9] and Wang et al. [10] both investigated advanced fusion models. For scenarios requiring long-term trend detection 

and multivariate input handling, LSTM and CNN-LSTM fusion models demonstrated significant improvements in accuracy and 

robustness. These architectures are particularly suited to time-series-based EGT prediction due to their capacity to capture both 

temporal dependencies and spatial features.  

Collectively, these studies highlight the evolution of EGT prediction methods and establish a strong foundation for developing 

efficient, interpretable, and real-time predictive models— aligning well with the goals of this project. 

 

IV. CONCLUSION AND FUTURE SCOPE 

In this review, we have examined the state-of-the-art methodologies for predicting Exhaust Gas Temperature (EGT) at takeoff, 

emphasizing the application of machine learning techniques, hybrid models, and data-driven approaches. The combination of real-

world flight data with theoretical models has shown significant promise in improving prediction accuracy and realtime application 

capabilities. Techniques like Long Short-Term Memory (LSTM) networks, Symbolic Regression (SR), and advanced ensemble 

methods such as LightGBM have demonstrated their effectiveness in addressing the complex, nonlinear nature of EGT dynamics. 

The findings suggest that while current models have made substantial progress in terms of accuracy and adaptability, there is still 

room for improvement. For instance, the integration of additional variables, such as environmental factors (e.g., weather conditions 

and altitude) and more granular sensor data, could further enhance the robustness and reliability of predictions.  
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Moreover, real-time deployment of these models in onboard systems presents a promising avenue for improving flight safety and 

efficiency, as it would allow for continuous monitoring and proactive decision-making based on EGT behavior. Looking ahead, 

several opportunities for enhancing EGT prediction models exist.  

First, the inclusion of advanced feature engineering techniques and the fusion of multi-sensor data could increase model accuracy 

and generalization across different aircraft types and operational conditions. Second, incorporating transfer learning or domain 

adaptation could allow models trained on one set of data to be effectively applied to different aircraft engines or operational 

environments, reducing the need for extensive retraining. 
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