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Abstract: A key component in improving the usability and accessibility of digital systems is Human-Machine Interfaces (HMIs). 
Particularly for digital display systems, eye movement-based HMIs provide a fresh and user-friendly method of interacting with 
technology. These technologies improve accessibility and user experience by controlling and manipulating digital material by 
taking use of the natural gaze behavior. The concepts, procedures, difficulties, and uses of eye-tracking technology in HMIs are 
reviewed in this study. The study highlights the revolutionary potential of these systems in both assistive and mainstream 
applications by summarizing important research contributions, identifying hardware and software developments, assessing 
usability, and discussing future possibilities. From manual controls to complex mechanisms, Human-Machine Interface (HMI) 
systems have developed to accommodate a variety of users, including people with physical limitations. Digital display interaction 
has been dominated by conventional manual technologies like keyboards, mouse, and touchscreens. Alternative techniques, such 
as eye-tracking, voice control, and adapted gadgets, have been created for those without hands. This examination of the 
literature looks at the development and history of manual HMI systems, the difficulties people without hands have using 
conventional interfaces, and the latest technological advancements that provide accessible options. The evaluation identifies 
areas that need more investigation to provide fair access to digital systems while also highlighting advancements in inclusive 
design.  
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I. INTRODUCTION 
Digital display technologies are evolving so quickly that new and intuitive ways to interface with them are required. Human-
Machine Interfaces (HMIs), which facilitate smooth communication and control, have gradually changed how people interact with 
technology. The most promising of them is eye-tracking technology, which provides hands-free and user-friendly interaction 
features. These systems are especially helpful for those with mobility problems since they employ gaze as an input technique, which 
allows users to explore, select, and alter digital material with little physical effort.  In order to identify and interpret eye movements, 
eye-tracking equipment uses sophisticated methods including infrared lighting, video-based tracking, and machine learning 
algorithms. These techniques create the groundwork for gaze-based interaction with digital displays by offering accurate 
information on fixation spots and gaze direction. Recent developments have extended their capabilities to incorporate intricate 
interactions in dynamic contexts, while early versions concentrated on simple tasks like cursor control. 
Applications for eye-tracking in HMIs may be found in a variety of fields, such as marketing, medical diagnostics, gaming, and 
assistive technology. Gaze-based solutions provide a lifeline to freedom and communication for people with impairments. They 
improve immersion and involvement in virtual reality and gaming, and they offer important insights into human behavior in 
consumer and medical research. Eye-controlled HMIs have several obstacles in spite of their potential. Their broad acceptance is 
constrained by problems including accuracy, user tiredness, environmental interference, and expensive costs. It will take ongoing 
innovation in system integration, algorithm development, and hardware design to meet these obstacles. Furthermore, there are still 
ethical issues with data accessibility and privacy. The most recent developments in eye-tracking technologies for digital display 
systems are thoroughly reviewed in this study. It examines the fundamental ideas of these systems, talks about gaze-based 
interaction techniques, and assesses practical uses and constraints. The study looks at current research in order to find ways to 
improve eye-tracking HMIs and open the door to more approachable and interesting digital experiences. For interaction with digital 
display systems, Human-Machine Interface (HMI) systems have historically relied on manual controls. Keyboards, mouse, 
joysticks, and touchscreens have been the main tools used by users to enter commands and move through digital environments. 
Decades of improvement have led to great levels of accuracy, usefulness, and efficiency in these manual systems. Their dependence 
on hand-based contact, however, leaves out people who are unable to use their hands because of injuries, congenital diseases, or 
other limitations.  
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With the increasing integration of digital systems into daily life, work, and education, the necessity for alternate methods of 
engagement became evident. Developers and researchers have worked to create systems that can meet a range of user requirements. 
From brain-computer interfaces to sophisticated eye-tracking systems to adaptive technology like foot pedals and sip-and-puff 
gadgets. Numerous solutions have been developed to close the accessibility gap, ranging from sophisticated eye-tracking systems 
and brain-computer interfaces (BCIs) to adaptable technologies like foot pedals and sip-and-puff devices. The development of 
different interaction techniques and the evolution of manual HMI systems are reviewed in this study. It looks at the sociological and 
technical difficulties in creating inclusive systems, the efficacy of existing solutions, and the prospects for further development. The 
review seeks to inform the design of equitable HMI systems by recognizing the shortcomings of manual interfaces and the 
achievements of adaptive technology. 
 

II. LITERATURE REVIEW 
A. Evolution of Manual HMI Systems 
The first generation of HMI systems relied heavily on manual input devices. Typewriters, for instance, served as precursors to 
modern keyboards, enabling textual input in early computing systems. The invention of the computer mouse by Engelbart in 1964 
marked a significant milestone, introducing point-and-click functionality that revolutionized graphical user interfaces (GUIs). 
Touchscreens further streamlined manual interaction by eliminating the need for peripheral devices, enabling direct interaction with 
digital displays. 
 
B. Strengths and Limitations of Manual Systems 
Manual systems are valued for their accuracy, speed, and familiarity. Devices like keyboards and mice remain the gold standard for 
tasks requiring precision and efficiency. However, their reliance on fine motor skills and hand coordination creates accessibility 
barriers for users with physical impairments. For example, touchscreens require finger dexterity, while traditional mice necessitate 
hand mobility, leaving individuals without hands unable to operate these devices effectively. 
 
C. Adaptive Manual Devices 
Adaptive manual devices attempt to address these limitations by reimagining traditional systems. Examples include: 
 Foot-Controlled Mice: Allowing users to navigate displays using foot movements. 
 Sip-and-Puff Systems: Enabling users to input commands through air pressure generated by sipping or puffing into a straw. 
 Voice-Assisted Keyboards: Combining speech recognition with keyboard functionality to accommodate users with limited hand 

mobility. 
 
D. Alternative Interaction Methods for Users Without Hands 
1) Voice Control Systems: Voice control has become a popular alternative for users who cannot rely on manual input. Voice 

assistants like Siri, Alexa, and Google Assistant leverage natural language processing (NLP) to execute commands, search for 
information, and control digital devices. Voice-controlled systems are particularly effective for simple tasks but may struggle 
with complex operations requiring multi-step commands. 

2) Eye-Tracking Technology: Eye-tracking systems allow users to interact with digital displays by detecting and interpreting gaze 
direction and fixation points. By eliminating the need for physical input, these systems provide an intuitive and hands-free 
interaction method. Studies, such as those by Majaranta and Räihä (2002), have demonstrated the effectiveness of dwell-based 
and blink-based controls for tasks like navigation and selection. 

3) Brain-Computer Interfaces (BCIs): BCIs represent a cutting-edge approach to HMI, enabling users to control systems through 
neural signals. By translating brain activity into actionable commands, BCIs bypass physical input altogether. Though 
promising, BCI technology is still in its early stages and faces challenges such as high costs, limited availability, and the need 
for extensive training. 

4) Adaptive Wearable Devices: Wearable technologies, such as head-mounted pointers and gesture-based controllers, provide 
additional solutions for users without hands. These devices detect movements of other body parts, such as the head or 
shoulders, to enable interaction with digital displays. 
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E. Challenges in Designing Inclusive HMI Systems 
1) Technical Barriers: Developing reliable, accurate, and low-latency alternative systems remains a significant challenge. For 

example, eye-tracking systems can be affected by lighting conditions, and BCIs often require cumbersome equipment and 
extensive calibration. 

2) User Fatigue: Hands-free systems can lead to fatigue over prolonged use. For instance, gaze-based interaction may strain the 
eyes, while voice control can be physically exhausting when used continuously. 

3) Cost and Accessibility: Many alternative HMI solutions are prohibitively expensive, limiting their availability to individuals in 
low-resource settings. Ensuring affordability and scalability is crucial for achieving equitable access. 

4) Privacy and Security: Alternative systems, particularly those involving biometric data (e.g., voice or eye-tracking), raise 
privacy concerns. Robust safeguards are necessary to protect sensitive user data. 

 
III. RELATED WORK ON DIFFERENT TECHNOLOGIES USED FOR HMI 

1) Duchowski (2007): Eye-Tracking Methodologies: Duchowski’s foundational work on eye-tracking methodologies laid the 
groundwork for gaze-based HMIs. By detailing techniques such as Pupil-Corneal Reflection (PCR) and Video-Oculography 
(VOG), Duchowski provided a framework for developing systems that enable users to control digital displays through gaze 
direction. 

2) Majaranta and Räihä (2002): Gaze Interaction Optimization: Majaranta and Räihä optimized gaze-based interaction by 
introducing dwell-time adjustments to reduce user fatigue. Their research demonstrated how tuning interaction parameters 
enhances usability for individuals with limited mobility, making gaze-controlled systems more practical and efficient. 

3) Holmqvist et al. (2011): Wearable Eye-Tracking Devices: Holmqvist and colleagues explored wearable eye-tracking devices, 
emphasizing portability and real-world applicability. Their work enabled greater mobility for users without hands, bridging the 
gap between laboratory prototypes and consumer-ready solutions. 

4) Wolpaw et al. (2002): Brain-Computer Interfaces: Wolpaw’s pioneering research on BCIs introduced neural signal-based 
control mechanisms, allowing users to interact with digital systems via brain activity. This technology has significant potential 
for individuals who cannot rely on physical inputs, offering an entirely hands-free interface. 

5) Calvo et al. (2019): Assistive Gaze-Based Keyboards: Calvo and colleagues developed gaze-based keyboards tailored for 
individuals with disabilities. Their work focused on improving text entry speed and accuracy, making digital communication 
more accessible for people without hands. 

6) Kumar et al. (2016): Blink-Controlled Interfaces: Kumar’s research on blink-detection systems provided an alternative to gaze-
based interaction. By interpreting voluntary blinks as binary commands, these systems expanded the repertoire of control 
options for users with severe physical limitations. 

7) Zhang et al. (2018): Eye Tracking for Accessibility: Zhang and collaborators utilized eye tracking to develop adaptive interfaces 
for users with disabilities. Their research addressed challenges such as calibration and environmental interference, improving 
the reliability of gaze-based systems in diverse settings. 

8) Stokkermans et al. (2021): Ethical Considerations in HMI Design: Stokkermans highlighted the ethical implications of HMI 
technologies, particularly in relation to privacy and data security. Their work underscored the importance of safeguarding 
biometric data, ensuring that accessibility innovations do not compromise user rights. 

9) Arai et al. (2020): Cost-Effective Gaze Tracking: Arai’s research focused on developing affordable eye-tracking systems to 
increase accessibility for underserved populations. Their work demonstrated that cost-effective designs could maintain high 
accuracy, expanding the reach of gaze-based HMIs. 

10) Krafka et al. (2016): Deep Learning for Gaze Estimation: Krafka and colleagues integrated deep learning algorithms into gaze 
estimation systems, significantly enhancing accuracy and adaptability. Their research enabled more robust eye-tracking 
solutions, particularly in dynamic environments. 

IV. SYNTHESIS OF FINDINGS 
The reviewed works collectively illustrate the progress in HMI systems designed for individuals without hands. From foundational 
eye-tracking methodologies (Duchowski, 2007) to cutting-edge deep learning applications (Krafka et al., 2016), these contributions 
highlight the multidisciplinary nature of the field. Key advancements include: 
1) Improved interaction techniques (Majaranta and Räihä, 2002). 
2) Enhanced portability (Holmqvist et al., 2011). 
3) Ethical frameworks for development (Stokkermans et al., 2021). 
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V. CONCLUSION 
The advent of human-machine interfaces (HMIs) controlled by eye movements represents a transformative step in the evolution of 
accessible and efficient technology. These systems leverage natural gaze behaviors, allowing hands-free operation of digital 
displays, thereby empowering users with diverse physical capabilities. By synthesizing technological advancements, usability 
studies, and real-world applications, this review underscores the potential of eye-tracking systems to revolutionize interactions 
across various domains.First, the foundational technologies underlying gaze-controlled HMIs, such as Pupil-Corneal Reflection 
(PCR) and Video-Oculography (VOG), have demonstrated remarkable progress. These methodologies enable precise tracking of eye 
movements, providing the core functionality for such interfaces. However, challenges related to calibration complexity, 
environmental sensitivity, and user fatigue remain, emphasizing the need for continuous refinement. Second, the applications of eye-
tracking HMIs are far-reaching. From assistive technologies that enhance the quality of life for individuals with disabilities Third, 
while the benefits of gaze-based HMIs are undeniable, ethical and cost-related considerations cannot be overlooked. The collection 
and processing of biometric data raise significant privacy concerns, as discussed by Stokkermans et al. (2021). Ensuring informed 
consent and robust data security protocols is imperative to maintaining user trust. Furthermore, the high costs associated with eye-
tracking hardware limit accessibility for underserved populations. Addressing these barriers is crucial to achieving equitable 
adoption of such technologies.Lastly, the future of gaze-controlled HMIs lies in interdisciplinary collaboration and innovation. 
Emerging trends such as deep learning-based gaze estimation (Krafka et al., 2016) and integration with wearable devices 
(Holmqvist et al., 2015) promise to enhance system robustness and usability. By prioritizing affordability, ethical considerations, 
and multimodal interaction capabilities, researchers and developers can unlock the full potential of these interfaces. Ultimately, eye-
tracking HMIs embody the convergence of technology and human behavior, offering a glimpse into a more inclusive and intuitive 
digital future. 
 

REFERENCES 
[1] Duchowski, A. T. (2007). "Eye-tracking methodologies for HMI systems." 
[2] Guestrin, E., & Eizenman, M. (2006). "Adaptive eye-tracking algorithms." 
[3] Calvo, P., et al. (2019). "Assistive gaze-based keyboards." 
[4] Zhang, Q., et al. (2018). "Adaptive eye-tracking for accessibility." 
[5] Stokkermans, T., et al. (2021). "Ethical considerations in HMI development." 
[6] Krafka, K., et al. (2016). "Deep learning 
[7] Calvo, P., et al. (2019). "Eye-gaze systems for assistive technologies." 
[8] Santini, T., et al. (2017). "Calibration-free eye-tracking systems." 
[9] Zhang, Q., et al. (2018). "Gaze-based autism spectrum diagnostics." 
[10] Wedel, M., & Pieters, R. (2008). "Gaze tracking for marketing research." 
[11] Stokkermans, T., et al. (2021). "Ethical considerations in eye-tracking studies." 
[12] Krafka, K., et al. (2016). "Deep gaze estimation using convolutional neural networks." 
[13] Holmqvist, K., et al. (2015). "Wearable HMI technologies."control interfaces." 
[14] Zhang, Q., et al. (2018). "Adaptive eye-tracking for accessibility." 
[15] Stokkermans, T., et al. (2021). "Ethical considerations in HMI development." 
[16] Arai, K., et al. (2020). "Cost-effective gaze tracking systems." 

 



 


