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Abstract: A true random number generator (TRNG), also known as a hardware random number generator (HRNG), does not 
use a computer algorithm. Instead, it uses an external unpredictable physical variable such as stochastic models to generate 
random numbers. Here it gathers data from random electronic signals. Then, the data is converted into digital form and any 
patterns registered are removed to make it random. This data is used to create random numbers. It is mainly used in 
Cryptographic Security, authentication, secure communications, e-commerce transactions, Digital Signatures etc. In Existing 
Method, LFSR based TRNGs generate pseudo random numbers. They produce sequences of bits that appear random but are 
deterministic and repeat after a certain number of cycles known as the period. They are easy to predict and are not suitable for 
high security applications. This project aim is to overcome such circumstances, we use TERO(Three Edge Ring Oscillator) based 
TRNG. Three edges are simultaneously injected by each inverting NAND stage with enable signal Run. These edges will have an 
identical mean period since they propagate through the same stages. The TERO generates an oscillating signal with a frequency 
determined by the delay of inverters. TDC (Time to Digital Converter) is used to precisely measure the time intervals between the 
rising edges of TEROs output signal. Then, it converts time intervals into digital values, effectively generating truly random 
numbers. Power consumption depends on factors like operating frequency and load capacitance. The Software used is Xilinx 
Vivado/Xilinx ISE Tools. Here the Proposed Method exquisitely balances Low design effort and resource consumption with high 
throughput and high randomness. 
 

I. INRODUCTION 
Random number generators are indispensable components of any modern security system. With physically unclonable functions 
(PUFs), true random number generators (TRNGs) are the only cryptographic primitives producing truly unpredictable bits for 
generating secrets in symmetric and public-key cryptography. Random number generators are also extensively used in various 
randomization-based countermeasures for protecting cryptographic implementations against side-channel attacks (SCA). Among 
others, the low-latency masking schemes for countering the SCA incur a high area penalty, leaving only limited resources for 
random number generation. These schemes also require many random bits per execution cycle that a TRNG often cannot provide. 
Therefore, they resort to faster pseudo-random number generators (PRNGs) to generate random masks. Although producing 
statistically perfect random bits, the output of a cryptographically secure PRNG becomes entirely predictable once its inner state is 
leaked or guessed due to its deterministic nature. As it has recently been shown by De Meyer, to prevent side-channel leakage of a 
PRNG and avoid masking PRNG itself, its inner state should be refreshed with truly random bits from a TRNG much more 
frequently than previously required. 
In the world of information security, we often see statements such as ‘secured by 128-bit AES’ or ‘protected by 2048-bit 
authentication’. We are used to people asking about the strength of the cryptographic algorithms deployed in a security solution. 
Algorithms such as the AES, RSA and ECC have a proven track record of being difficult to break. They are successfully deployed 
in protocols that protect our identity and the integrity and confidentiality of our data, on a daily basis. Consider, for instance, the use 
of SSL or TLS when you buy a book at Amazon, or when you connect to your bank account to transfer a sum of money. What we 
see very rarely, unfortunately, are statements about the strength of the random number generator used by a security system. System 
designers are typically more concerned with the power consumption and bit generation speed, than with the actual randomness of 
the bits generated. 
This is strange, considering that in most, if not all, cryptographic systems, the quality of the random numbers used directly 
determines the security strength of the system. In other words, the quality of the random number generator directly influences how 
difficult it is to attack the system. 
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Take, for example, the effective strength of 3DES. Although it uses 3 keys of 56 bits each, 3DES is currently only expected to 
provide 112 bits of ‘effective’ security, since the best attack against it today has a complexity of 2112 bits. This still assumes that all 
168 bits of the key used, are unknown and unpredictable by the attacker. So what happens if we start with key material that is partly 
predictable to the attacker? Immediately, the security of the system is weakened, regardless of the algorithm or protocol used. If 
your 128-bit key contains 16 predictable bits, using it in AES-128 doesn’t give you 128-bit protection; it only gives you 112 bits of 
protection, making the security of your system ‘only’ as strong as 3DES today. And it doesn’t stop with cryptographic key material. 
Many security protocols require random bits to remain secure, even though the protocol definition will not always call it random; 
typically, a protocol description will use the term ‘unpredictable’ to indicate that a certain value should be difficult to guess by an 
attacker. True random numbers may be required if your application uses one of the following: 
1) keys and initialization values (IVs) for encryption 
2) keys for keyed MAC algorithms 
3) private keys for digital signature algorithms 
4) values to be used in entity authentication mechanisms 
5) values to be used in key establishment protocols 
6) PIN and password generation 
7) Nonces 
 
A. Random Number Generation 
Creating Random Numbers is hard. Especially if all you have available to do it, is digital hardware and deterministic software. 
Where is the randomness in that? Both are designed to behave predictably, each time, every time. Therefore, hardware and software 
designers, trying to find unpredictability, have to look outside of their normal operating environment to find it. Software typically 
uses external events (hard disk seek timing, keyboard/mouse clicks, Ethernet packet arrival intervals). Digital hardware designers 
have to ‘fall back’ to the analog world from which their digital environment normally tries to shield them. This typically means 
somehow translating the noise from a diode p-n junction, a resistor, or some other semiconductor component, into ‘unpredictable’ 
bit values. 
 
B. Ring Oscillator 
A ring oscillator is a device composed of an odd number of NOT gates whose output oscillates between two voltage levels, 
representing true and false. 

 
Fig. 1.2.1: 3 inverter ring oscillator 

 
The NOT gates, or inverters, are attached in a chain; the output of the last inverter is fed back into the first. Because a single inverter 
computes the logical NOT of its input, it can be shown that the last output of a chain of an odd number of inverters is the logical 
NOT of the first input. This final output is asserted a finite amount of time after the first input is asserted; the feedback of this last 
output to the input causes oscillation. A real ring oscillator only requires power to operate; above a certain threshold voltage, 
oscillations begin spontaneously. To increase the frequency of oscillation, two methods may be used. Firstly, the applied voltage 
may be increased; this increases both the frequency of the oscillation and the power consumed, which is dissipated as heat. 
The frequency of the simple ring oscillator is determined from the delay of each stage. A time domain graph of the three node 
voltages from Figure 1.2.1.  
The equation used to calculate frequency of a simple ring oscillator is as follows:  
                                                       fo = 1/2N tp  
 where N is the number of stages and tp is the propagation delay of one cell. tp can be replaced with 69% of the inverter’s time 
constant shown in Equation  using R as the equivalent resistance of the ’on’ transistor in one of the inverters, and C, the total 
capacitance at the node.  
                                                      fo = 1/2N × 0.69RC.  
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II. EXISTING SYSTEM 
This paper presents a design Random number generators are indispensable components of any modern security system. With 
physically unclonable functions (PUFs), true random number generators (TRNGs) are the only cryptographic primitives producing 
truly unpredictable bits for generating secrets in symmetricand public-key cryptography. Random number generators are also 
extensively used in various randomization-based countermeasures for protecting cryptographic implementations against side-
channel attacks (SCA). Among others, the low-latency masking schemes for countering the SCA incur a high area penalty, leaving 
only limited resources for random number generation . These schemes also require many random bits per execution cycle that a 
TRNG often cannot provide. Therefore, they resort to faster pseudo-random number generators (PRNGs) to generate random masks . 
Although producing statistically perfect random bits, the output of a cryptographically secure PRNG becomes entirely predictable 
once its inner state is leaked or guessed due to its deterministic nature. To prevent side-channel leakage of a PRNG and avoid 
masking PRNG itself, its inner state should be refreshed with truly random bits from a TRNG much more frequently than previously 
required. In addition to passing the statistical tests, modern TRNG designs should have an estimation of the amount of entropy they 
can provide. The entropy source is a component with nondeterministic behavior that exploits an inherently random physical process. 
The digitization module converts the output of the entropy source, which is often in analog form, into raw random numbers (bits). 
The entropy source and the digitization module together constitute a digital noise source. 
Sri Durga .R et al., proposed an RNG model to increase the unpredictability of Linear Feedback Shift Registers (LFSRs) in 
cryptography applications. The model includes a polynomial modulator, which includes a multiplexer, counter, and comparator to 
select primitive polynomials. The randomness of the proposed RNG models is verified using the NIST 800-22 Test suite, and the 
sequences generated are random. The proposed LSFR-based RNG makes it difficult to predict sequences, providing an advantage 
for cryptography. The model is implemented in an FPGA device and shows that as the bit length increases, power consumption and 
component utilization also increase. 
 Xinyu Wang et al., designed true random number generators (TRNGs) based on field-programmable gate arrays (FPGAs), which 
gained attention due to the need for reliable encryption. TRNGs based on ring oscillators and phase-locked loops have advantages 
like low resource overhead and high throughput, but they also face issues like instability and poor portability. To improve 
randomness, portability, and throughput, a TRNG is designed using self-timed rings (STRS) oscillations and a jitter-latch structure. 
The structure's portability is verified using electronic design automation (EDA) tools. The TRNG is tested on Xilinx Spartan-6 and 
Virtex-6 FPGAs with an automatic routing mode, showing excellent performance in randomness, robustness, and portability. The 
total logic power obtained from ISE power analysis results is 1.15 mW. The TRNG has stable randomness and high throughput, 
with optimization ability for offset caused by process deviation. 
Adriaan Peetermans et al. introduces a dynamic calibration mechanism for the Coherent Sampling Ring Oscillator based TRNG 
(COSO-TRNG), allowing easy integration of the entropy source into complex systems. The mechanism ensures correct TRNG 
operation even when automatic placement is carried out or when the design is ported to another FPGA family. The COSO-TRNG 
generates random bits with a throughput of 3.30 Mbit/s and 1.47 Mbit/s on a Spartan 6 and a Microsemi SmartFusion2 FPGA 
respectively, passing AIS-31 statistical tests. However, the design has a modest area requirement and increased latency when 
searching for an optimal configuration. 
Parangat Mittal et al., compares three modern LFSR-based Test Pattern Generators for VLSI Design and clyptography applications. 
The study reveals that designs with the least hardware throughput generate less random test sequences, while low power designs 
dissipate the least power but cannot generate a truly random sequence. The paper emphasizes the importance of designing efficient 
test pattern generators that utilize minimal hardware and generate the most random sequence. 

 
III. PROPOSED SYSTEM 

The entropy source of the proposed TRNG is a three-edge mode ring oscillator which consists of three inverting and three non-
inverting stages, as depicted in the upper part of Fig. Three edges are simultaneously injected by each inverting NAND stage with 
enable signal Run. These edges will have an identical mean period since they propagate through the same stages. The propagation 
through identical stages significantly reduces the influence of the global and possibly adversarial noise sources, while the local 
Gaussian noise accumulates independently by each edge. The frequency of the resulting ring oscillator signal at the output of any of 
the six stages will be three times higher than the frequency of a single-edge ring oscillator with the same stages. Due to noise 
influence, the three edges will inevitably collide, eventually compelling the ring oscillator to a single-edge mode. 
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Fig.3.2 TROT digital noise source and oscillation counter. 

 
In this method, we use a technique based on a single time to-digital converter (TDC) line as a digitization element to more 
efficiently exploit the independent timing jitter in each edge. The use of TDC enables higher throughput since the randomness 
extraction from the three jittery edges can happen much earlier than waiting for the edge collapse. The TDC consists of a delay line 
formed by high-speed multiplexers and n falling-edge D flip-flops (DFFs) whose D inputs are connected to the outputs of the 
multiplexers – bins. As seen in Fig. 3, the signal from the third non-inverting stage F is connected to input 1 of the first multiplexer 
in the delay line. All multiplexers in the delay line have a select signal set to constant 1, except the first, whose select signal comes 
from the second inverting stage C. The signal from stage C is also used as a clock signal for the DFFs. This oscillator configuration 
thus falls into a category of multimode multi-phase oscillators. 
The pulse width encoder is a combinatorial circuit that outputs a raw bit value and a valid signal based on the DFFs’ values C0 to 
Cn−1. The raw bit depends on the parity of the number of zeros values relative to the total number of DFFs 

                                                            
where n is always even. The raw bit valid signal is set when the first and the last DFF in the TDC have value one, and there is at 
least one DFF with value zero. 
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The unavoidable variations of the bins’ propagation delays along the delay line will influence the amount of obtainable entropy. 
While sampling the delay line, the setup or hold time of some DFFs in the TDC might be violated. This event leads to bubbles in the 
captured TDC code that can be dealt with by bin reordering, To improve the uniformity and minimize bubble manifestations in the 
TDC, we sacrifice the sampling precision by combining the two adjacent physical bins into one bin of the delay line. To estimate the 
jitter accumulated by the three edges and their oscillation period in the design phase, we use an m-bit rising edge ripple counter 
connected to the output of stage C. This counter can also serve as a total failure test to monitor the number of oscillations during the 
accumulation time tacc. If the edges collide before the raw random bit is generated due to environmental influences or an attack, the 
counter will have much lower values than during the regular operation. This observation can be used to raise the alarm to the user 
application. 
 
A. Entropy Estimation of the Internal Random Numbers 
Thus, to increase the min-entropy while maintaining high throughput and low implementation cost, we opt to use post-processing 
based on the binary linear codes. This post-processing represents a generalization of the commonly used XOR post-processing – 
parity filter. To explain it, we start with a theorem that gives the relation between the min-entropy of the random bits post-processed 
by any vectorial Boolean function and maximal one-dimensional bias of its output. 

 
Fig.3.2.4 Hardware architecture of the TROT 

 
B. Clock Gating 
The dynamic power associated with any circuit is related to the amount of switching activity and the total capacitive load. In digital 
VLSI designs, the most frequently switching element are clock elements (buffers and other gates used to transport clock signal to all 
the synchronous elements in the design). In some of the designs, clock switching power may be contributing as high as 50% of the 
total power. Power being a very critical aspect, we need to make efforts to reduce this. Any effort that can be made to save the clock 
elements toggling can help in reducing the total power by a significant amount. Clock gating is one of the techniques used to save 
the dynamic power of clock elements in the design. The principle behind clock gating is to stop the clock of those sequential 
elements whose data is not toggling. RTL level code talks only about data transfer. It may have some condition wherein a flip-flop 
will not toggle its output if that condition is met. Figure 1 below shows such a condition. In it, FF1's output will remain stable as 
long as EN = 0. On the right hand side, its equivalent circuit is provided, wherein EN has been translated into an AND gate in the 
clock path.This is a very simplistic version of what modern-day synthesis tools do to implement clock gating.  

 
Fig.3.3 Clock gating Implementation 
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The implementation of clock gating, as expected, is not so simple. There are multiple things to be taken into account, some of which 
are:  
1) Timing of Enable (EN) Signal: The gating of clock can cause a glitch in clock, if not taken care of by architectural 

implementation. Clock gating checks discusses what all needs to be taken care of as regards timing in clock gating 
implementation.  

2) Area/power/latency trade-off: As is shown in figure, clock gating transfers a data-path logic into clock path. This can increase 
overall clock latency. Also, area penalty can be there, if the area of clock gating structure is more. Power can also increase, 
instead of decreasing, if only 1-2 flops' structure is replaced by clock gating (depending upon the switching power of clock 
gating structure vs those inside flip-flop). Normally, a bunch of flops with similar EN condition are chosen, and a common 
clock gating is inserted for those, thereby minimizing area and power penalties.  

 
IV. SIMULATION RESULTS  

 
Fig: Simulation of Trot 

 
A. Area 
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B. Delay 

 
 

 
Fig: RTL Schematic of Trot 

 
V. CONCLUSION  

In conclusion, the TROT incorporates a three-edge mode ring oscillator with a novel TDC-based digitization technique and 
optimized information-theoretically secure post-processing to obtain a relatively compact design with high throughput and low 
design effort. These properties make our TRNG more suitable than previously reported designs to implement with the area- and 
randomness-consuming cryptographic systems and SCA countermeasures. Also, by using gating technique we observed a decrease 
in delay of overall circuit. 
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