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Abstract: Artificial intelligence technologies are starting to be actively utilized in human life, thanks to the Internet of Things' 

debut and widespread distribution. Autonomous gadgets are growing more intelligent in their interactions with humans and with 

each other. New capabilities led to the development of various solutions for integrating smart devices into the Internet of Things 

Social Networks. The technique of recognizing a human's natural language is one of the most important trends in artificial 

intelligence. New insights into this area could lead to new forms of natural human-machine interaction, in which the computer 

learns to understand and engage with human language. 

Voice assistant is one of these tools, and it can be integrated into a variety of different intelligent systems. The basics of voice 

assistant operation are outlined in this paper, as well as the major flaws and limitations. The approach for establishing a local 

voice assistant without needing cloud services is explained, allowing future applications of such devices to be considerably 

expanded. 
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I. INTRODUCTION 

Nowadays, humans rely on other humans for help or services. The world's digitalization ensured that human reliance on the system 

could be switched to the system, allowing for far more efficient and reliable employment, as well as a device that could take care of 

their daily needs. Computers, cell phones, laptop computers, and other electronic devices have become an indispensable part of our 

daily lives. They can perform simple calculations as well as complex programs, reducing monotonous work and personnel waste. To 

solve problems quickly, Virtual Personal Assistants have practically become a must-have feature in all electronic devices. Virtual 

assistance can help the user in a variety of ways. Speech recognition is a relatively new addition to the virtual world. However, 

despite being reasonably effective, it is not particularly useful and, as a result of the high rate of error, is not used by the user. 

Despite the fact that the future virtual assistant has an error rate of about 5%, it is not yet ready to become a routine part of the user's 

life. As a result, the project's goal is to develop a virtual assistant with low error rate speech recognition. 

 
 

We developed a voice assistant that allows users to accomplish any task on the system without having to use a keyboard, decreasing 

the number of input devices. 
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The elderly, the visually and physically handicapped, children, and others benefit from virtual assistants since engaging with 

machines is no longer a challenge. Even blind people who can't see the computer can communicate with it simply by speaking to it. 

Some of the basic tasks that a voice assistant can assist you with are listed below. 

1) Reading Newspaper 

2) Getting updates on mail 

3) Search on the web 

4) Play music or video 

5) Setting a reminder and alarm 

6) Run any program or application 

7) Getting weather updates 

These are some of the examples, we can do many more things according to our requirements. 

 

II. COMPREHENSIVE EXISTING WORK SURVEY 

 

Works Name Algorithms/Techniques 

used 

Type Research 

[1] A Voice Based 

Assistant Using 

Google Dialogflow 

and Machine 

Learning 

Artificial Intelligence, 

Natural Language 

Understanding, IBM 

Watson, Google 

Dialogflow, Speech 

Recognition 

Personal Voice 

Assistant 

In this project, the application, ERAA, 

developed with the help of Google Dialog 

Flow, is able to perform various tasks like 

accessing the other applications like 

WhatsApp, Instagram, and Gmail that are 

installed on the device. It is user-friendly and 

was developed with the help of Flutter, which 

provided ease in accessing the application. 

With the help of graphics packages in Flutter, 

they were able to develop an attractive user 

interface. It is able to perform the basic 

features as required in an ideal Personal 

Assistant. 

[2] Desktop Voice 

Assistant 

Using Natural 

Language 

Processing 

(NLP) 

Speech Recognition, 

Python Backend, System 

Calls, Google-Text-To-

Speech 

Desktop Voice 

Assistant 

In this study, they have developed a voice 

assistant that can perform any kind of task in 

exchange for commands given by the users 

without any error. They have added more 

features like listening to the user’s voice only 

and not being activated by environmental 

noise.  

[3] Desktop 

Assistant AI 

Using Python 

Desktop Assistant, 

Python, Machine 

Learning, Text to 

Speech, Speech to Text, 

Language Processing, 

Voice Recognition, 

Artificial Intelligence, 

Internet of Things (IoT), 

Pyttsx3, Speech 

Recognition, SQLite 

Desktop Voice 

Assistant 

They discussed a Python-based voice-

activated personal assistant in this paper. This 

assistant currently works online and performs 

basic tasks like weather updates, streaming 

music, searching Wikipedia, opening desktop 

applications, etc. The functionality of the 

current system is limited to working online 

only. 
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[4] JARVIS: A PC Voice 

Assistant  

 

Python[pyttsx] and 

gTTS[Google Text to 

Speech] 

PC Voice 

Assistant 

This voice assistant has automated various 

services using a single line command. It eases 

most of the tasks of the user like searching the 

web, retrieving weather forecast details, 

translating words from one language to 

another language, accessing youtube videos, 

sending mail through voice, and solving 

computational queries. 

[5] The Voice Enabled 

Personal 

Assistant for 

Pc using Python 

Python, Quepy, Pyttsx3, 

Speech Recognition, 

SQLite 

Personal Voice 

Assistant 

This paper presents a comprehensive overview 

of the design and development of a voice-

enabled personal assistant for the PC using the 

Python programming language. This voice-

enabled personal assistant, in today's lifestyle, 

will be more effective in saving time 

compared to the previous days. Furthermore, 

there are many things that this assistant is 

capable of doing, like turning our PC off, 

restarting it, or reciting the latest news, with 

just one voice command. 

[6] Smart Voice Based 

Virtual Personal 

Assistants with 

Artificial Intelligence  

Python, Text-to-Speech, 

Speech-to-Text, Voice 

Recognition 

Virtual Assistant In this paper, the design and implementation 

of an Intelligent Personal Voice Assistant are 

described. The project is built using available 

open-source software modules with visual 

studio code community backing, which can 

accommodate any updates in the future. 

[7] Voice Assistant 

Using Python 

Desktop Assistant, 

Python, Text to Speech, 

Virtual Assistant, Voice 

Recognition 

Voice Assistant This paper discusses a voice assistant 

developed using Python. This assistant 

currently works as an application and 

performs basic tasks like weather updates, 

streaming music, searching Wikipedia, 

opening desktop applications, etc. 

[8] AI Based Voice 

Assistant Using 

Python 

Speech Recognition, 

Python, Speech-to-Text, 

Text-to-Speech 

Voice Assistant In this paper, they have developed a voice 

assistant using Python. The project is built 

using open-source software modules with the 

PyCharm community. This project can be 

further improved by implementing the voice 

command in Google search queries. 

[9] Personal Assistant 

with Voice 

Recognition 

Intelligence 

Google Voice Search, 

Voice Pattern Detection, 

Keyword Learning  

Personal Voice 

Assistant 

This paper focuses on "PARI", which is 

specially designed to help Native and Blind 

people who work on their Voice Commands. 

It also has the capability of recognizing voice 

commands without an internet connection. It 

has various functionalities for mobile devices, 

like network connection and managing various 
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applications with just voice commands. It 

contains key features like Voice Pattern 

Detection, Keyword Learning, etc. 

[10] INTELLIGENT 

VOICE ASSISTANT 

wake-word, voice 

assistant, voice 

recognition, Alexa, API-

Application Program 

Interface, localization 

Voice Assistant This intelligent voice assistant responds to the 

commands given by the user. To accept the 

command, first, the voice recognition tool of 

the system has to be awakened to accept and 

execute the request. In this, various skills have 

been created in Hindi and Marathi languages, 

such as facts, good thoughts, weather, time, 

nearby hospitals, and a city guide. These skills 

are created using an Amazon Developer 

account. 

[11] Desktop Voice 

Assistant 

Speech recognition, 

Python, and Google text-

to-speech 

Voice Assistant Here they have developed a voice assistant 

which can perform any kind of task in 

exchange for commands given by the users 

without any error. They have also added more 

features to it, like that it will listen to the 

user’s voice only and will not be activated by 

environmental noise. All the packages 

required in the Python programming language 

have been installed and the code was 

implemented using the VS Code Integrated 

Development Environment (IDE). 

[12] Vitro: Designing a 

Voice Assistant for 

the Scientific Lab 

Workplace 

Design Research, 

Conversational Agent, 

Augmented Scientific 

Workplace 

Voice Assistant In this paper, they have designed a voice 

assistant and also done research on how the 

voice assistant can play a major role in a 

laboratory. 

[13] Firefox Voice: An 

Open and Extensible 

Voice Assistant Built 

Upon the Web 

Conversational user 

interface, CUI, Browser 

Extension, OpenSource 

Open source 

voice assistant 

This paper mainly focuses on "Firefox Voice", 

a voice assistant which is developed by the 

Mozilla Foundation and its subsidiary, the 

Mozilla Corporation. It shows how the voice 

assistant works and what its features are. 

[14] Voice Assistant 

Application for the 

Serbian Language  

Voice assistant, 

continuous speech 

recognition, Kaldi 

speech recognition 

toolkit, Serbian, Android 

Voice Assistant This Voice Assistant is the first mobile phone 

application developed for the Serbian 

language, allowing faster and more natural 

communication between the phone and the 

user, even under noisy conditions. The results 

were highly improved by incorporating the 

noise itself within the acoustic model. 

[15] Home Automation 

using Arduino and 

Smart Phone  

Nodemcu 

microcontroller, Google 

Assistant APP, IFTTT, 

Adafruit IO 

Voice assistant 

for home 

It is a home automation system using the 

Arduino Uno board and wireless fidelity 

technology. It accepts commands only through 

clicks. Home automation through Android 
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mobile is designed for physically challenged 

and disabled people. 

[16] A voice based text 

mail system for 

visually impaired 

Voice-based, Visually 

handicapped, Email 

System 

Voice-based 

Text Mail 

System 

Here they have proposed an android 

application designed specifically for visually 

challenged people. It provides a voice-based 

mailing service where they can read and send 

mail on their own, without any guidance. The 

users have to use certain keywords which will 

perform certain actions, e.g., read, send, 

compose mail, address book, etc. This email 

system can be used by a blind person to access 

mail easily and efficiently. 

[17] Voice Control 

Human Assistance 

Robot 

Raspberry pi, Assistant, 

voice recognition, etc 

Voice Controlled 

Robot 

The robot developed in this project is able to 

move in any direction, like the front, back, 

left, right, according to the voice commands 

received from the user through a microphone 

as part of our hardware in this project. There is 

an autonomous voice command which can 

instantly make the robot move automatically 

without hitting any obstacle using an 

ultrasonic sensor. This device will help users 

give a uniform look to their lawn with ease. 

As well, it can also be used for blind or 

physically challenged people by embedding 

this system into the wheelchair, which will 

make an autonomous wheelchair.  

[18] Virtual Assistant in 

Native Language  

Virtual Assistant, 

Sinhala, Cloud 

Deployment, Speech 

recognition, Translation 

Virtual  

Assistant 

In this paper, they have discussed the Sinhala 

language. The language is useful and what 

major role does it play in today’s tech 

industry? So, around 8 million people all 

around the world use the Sinhala language as 

their preferred oral language. Most of them are 

associated with technological advancements. 

Most Sinhala people suffer from finding the 

correct words in English. So, this is a start-up 

solution for such people to virtually assist in 

their mother tongue to get work done. This 

project gives a basis for how virtual assistants 

work and also gives a basis for what is 

probably the fastest way to get Sinhala to 

make an identity in the tech industry. 

[19] Voice Control Device 

using Raspberry Pi  

Virtual Personal 

Assistant, Natural 

Language Processing, 

Query Processing, 

Voice-

Controlled 

Device 

This paper describes the working of a device 

based on the implementation of a voice 

command system as an intelligent personal 

assistant. This voice-driven device uses the 
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Raspberry Pi Raspberry Pi as its main hardware. A speech-

to-text engine is used to convert the voice 

command to simple text. Query processing is 

then applied using natural language processing 

(NLP) to this text to interpret the intended 

meaning of the command given by the user. 

After interpreting the intended meaning, text-

to-speech conversion is used to give the 

appropriate output in the form of speech. The 

services provided by the device depending on 

the input given, such as weather, telling time, 

or accessing online applications to listen to 

music. 

[20] Speech Emotion 

Recognition using 

Neural Network and 

MLP Classifier 

 MLP-Classifier, MFCC, 

Model, Neural 

Networks, Prediction 

Speech Emotion 

Recogniser 

Speech Emotion Recognition (SER) is a 

technique that uses Neural Networks to 

classify emotions from a given speech. It is 

based on the fact that the voice often reflects 

underlying emotion through tone and pitch. 

Speech Emotion Recognition helps to classify 

and elicit specific types of emotions. The 

MLP-Classifier is used to classify the 

emotions from the given wave signal, which 

makes the choice of learning rate adaptive. 

The dataset used will be RAVDESS (Ryerson 

Audio-Visual Database of Emotional Speech 

and Song dataset). 

[21] Voice Recognition 

based Intelligent 

Wheelchair and GPS 

Tracking System 

Voice Recognition, GPS 

module, smartphone 

application, Firebase, 

Wi-Fi module, speed 

control, obstacle 

detection  

Intelligent 

wheelchair and 

GPS Tracking 

System 

Here is a development of a voice recognition-

based intelligent wheelchair system for 

physically handicapped people who are unable 

to drive the wheelchair by hand. So this 

system works like this: the patient can operate 

the wheelchair using voice commands and the 

location of the patient can be tracked using a 

GPS module in the wheelchair that tracks and 

sends the information to a smartphone 

application (app) via Firebase. The Voice 

Module V3 is used to record a patient's voice 

and recognize that voice to follow the 

instructions of the patient. 

 

III. PROBLEMS IDENTIFIED 

Voice AI devices, such as Amazon Alexa, Microsoft Cortana, Apple Siri, and Google Assistant, will be the channel through which 

we communicate with one another and with our software. 

For starters, voice AI systems should ideally provide nuanced responses, making us feel as if we're conversing with a fellow human, 

or something close to it. Conversational AI is currently a command line, not a genuine dialogue, as everyone with a smart speaker or 

a personal assistant on their phone knows. 
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We also faced a few problems: 

1) Regarding the weather forecasting part because we need to pay every time we use it. 

2) Excluding Anaconda and Jupyter Notebook, we faced many problems while running the program on other software 

applications. The user interface of Anaconda is easy to work with and it does not give many indentation errors.  

The problems that we faced are minor and we are currently working on them. Even though there are some drawbacks in our system, 

that doesn’t mean our system isn’t properly working. Leaving the drawbacks, our system is almost capable of doing things that a 

normal voice assistant can. 

IV. PROPOSED APPROACH 

The following features will be included in the proposed system: 

1) The system will continue to listen for commands, and the length of time it spends listening is adjustable to meet the needs of the 

user. 

2) If the system is unable to extract information from the user's input, it will prompt the user to repeat the process until the desired 

number of times has been reached. 

3) The system will be voiced by a woman. 

4) Playing music, sending emails, sending texts, searching Wikipedia, accessing system-installed applications, opening anything in 

the web browser, and so on are all supported in the present edition. 
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V. WORKFLOW & METHODOLOGY 

The study began with an analysis of the user's auditory commands delivered through the microphone. This can include obtaining 

any information, accessing the computer's internal data, and so on. This is empirical qualitative research based on reading the 

material indicated above and putting the instances to the test. Tests are carried out by programming in accordance with books and 

internet resources, with the stated purpose of discovering best practices and a deeper understanding of Voice Assistant. 

 
 

Speech Recognition The system converts speech input to text using Google's online 

speech recognition system. The voice input Users can obtain texts 

from the special corpora organized on the computer network 

server at the information center, which are temporarily stored in 

the system before being sent to Google cloud for speech 

recognition. After that, the equivalent text is received and fed into 

the central processor. 

Python Backend The python backend reads the voice recognition module's output 

and determines whether the command or speech output is an API 

Call, Context Extraction, or System Call. The output is then 

transmitted back to the python backend to provide the user with 

the desired results. 

API Calls API is an abbreviation for Application Programming Interface. 

An application programming interface (API) is a software 

interface that enables two applications to communicate with one 

another. In other words, we can say that an API serves as a 

messenger, who can deliver your request to the provider and then 

return the response to you. 
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Content Extraction Context extraction (CE) is the process of extracting structured 

information from unstructured and/or semi-structured machine-

readable documents automatically. In most cases, this activity 

involves using natural language processing to process human 

language texts (NLP). Recent developments in multimedia 

document processing, such as automatic annotation and content 

extraction from images/audio/video, could be viewed as context 

extraction TEST RESULTS. 

System Calls A system call is a programmatic method by which a computer 

program requests a service from the kernel of the operating 

system on which it is running. This can include hardware-related 

services, the creation and execution of new processes, and 

communication with core kernel services like process scheduling. 

System calls serve as a vital link between a process and the 

operating system. 

Text-to-Speech The capacity of computers to read text aloud is referred to as text-

to-speech (TTS). Written text is converted to a phonemic 

representation, which is subsequently converted to waveforms 

that can be generated as sound by a TTS Engine. Third-party 

publishers offer TTS engines in a variety of languages, dialects, 

and specialized vocabularies. 

 

VI. SYSTEM ARCHITECTURE 

 
1) Speech Recognition: Speech recognition is the ability of a machine to understand what humans are saying. In our project, we're 

using Python and Google Speech API to develop software that can run devices on command. To recognize voice commands, 

we must install the Pyaudio Python package. The ‘pip install Pyaudio’ command is used to install Pyaudio. 

2) DateTime: The DateTime package is used to display Date and Time on our output screen. It comes built-in with Python. 

3) Wikipedia: In our project, we used the Wikipedia module to get more information from Wikipedia or to perform a Wikipedia 

search. We have used ‘pip install wikipedia’ to install this Wikipedia module. 

4) Webbrowser: The Webbrowser package is used to perform a web search. It comes built-in with Python. 

5) gTTS: gTTS is abbreviated as Google Text-to-Speech. It converts your audio commands to text. It will basically convert the 

response from the lookup function that you write to get the answer to the question or command into audio form. This package 

connects to the Google Translate API. 

6) OS: OS basically stands for Operating System. Python's OS module provides functions for interacting with the operating 

system. Python's standard utility modules include OS. This module enables the use of operating system-dependent functionality. 

7) Pyjokes: Pyjokes is a tool for collecting jokes from the Internet. We have included Pyjokes in our project because it includes 

jokes. It's very intriguing. Pyjokes is a one-line joke that adds interest to our project. 
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8) Playsound: The Playsound module is a platform-independent module that can play audio files. It is simple to use Playsound on 

Python. There are no dependencies for this, simply install with pip in your virtual environment and run. 

9) Pyaudio: Pyaudio is a Python binding for PortAudio, a cross-platform audio input/output library. This essentially means that we 

can use Pyaudio to record and play sound on any platform or operating system, including Windows, Mac, and Linux. 

10) WolframAlpha: WolframAlpha is a Wolfram Research computational knowledge engine and answer engine. It provides direct 

answers to factual queries by computing the answer from externally sourced data. 

11) Selenium: Selenium is an open-source umbrella project for a variety of browser automation tools and libraries. 

12) Requests: Python's Requests module allows you to send HTTP requests. It's used to send GET and POST requests. It hides the 

complexities of making requests behind a beautiful, straightforward API. 

 

VII. RESULTS 

 

 
 

This part of the research paper is a brief description of the output of our project. In our project, we chose Python as the preferred 

programming language. We primarily worked on AI and machine learning. We focused on tasks performed by the voice assistant. 

The main reason for using Python is that it was easy to deploy in the Jupyter notebook, we have compared other deploying engines 

and this was comfortable and easy to use. 

The output that is shown in the figure is the first thing that our voice assistant responds with .i.e.  

“Hi, I am sara your personal voice assistant” 

“How may I help you?” 

Following this command, the user needs to respond in a particular way that the voice assistant may respond accordingly and give the 

required output. We have used different algorithms for each command, just like we have used a command that can open Google 

Chrome, Youtube, Wikipedia, Facebook, etc. 

 

There are a few screenshots of the output that our voice assistant gives on executing the following commands: 

1) “Open Youtube” 

2) “Open Wikipedia” 

3) “Open Facebook” 
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VIII. COMPARISON BETWEEN OUR PROJECT AND EXISTING PROJECTS 

Works Name Research Comparison 

[2] Desktop Voice 

Assistant 

Using Natural 

Language 

Processing 

(NLP) 

In this study, they have developed a voice 

assistant that can perform any kind of task in 

exchange for commands given by the users 

without any error. They have added more 

features like listening to the user’s voice only 

and not being activated by environmental 

noise.  

As it is written in this paper, our voice 

assistant does not have the feature of listening 

to the user’s voice. We are currently working 

on this and will include it in the next updates 

of our software. 

[3] Desktop 

Assistant AI 

Using Python 

They discussed a Python-based voice-activated 

personal assistant in this paper. This assistant 

currently works online and performs basic 

tasks like weather updates, and streaming 

music, searching Wikipedia, opening desktop 

applications, etc. The functionality of the 

current system is limited to working online 

only. 

In comparison to their voice assistant, our 

voice assistant does not work online. 

Currently, we are working on that feature. And 

we will roll it in the coming updates of our 

voice assistant. 

[4] JARVIS: A PC 

Voice Assistant  

 

This voice assistant has automated various 

services using a single line command. It eases 

most of the tasks of the user like searching the 

web, retrieving weather forecast details, and 

translating words from one language to another 

language, accessing youtube videos, sending 

mail through voice, and solving computational 

queries. 

JARVIS and our project is kind of the same 

but does not have the features like retrieving 

weather forecast details and translating words 

from one language to another language. This 

is a minor difference and we would like to 

include these features in the coming updates. 
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[9] Personal Assistant 

with Voice 

Recognition 

Intelligence 

This paper focuses on "PARI", which is 

specially designed to help Native and Blind 

people who work on their Voice Commands. It 

also has the capability of recognizing voice 

commands without an internet connection. It 

has various functionalities for mobile devices, 

like network connection and managing various 

applications with just voice commands. It 

contains key features like Voice Pattern 

Detection, Keyword Learning, etc. 

PARI is a brilliant voice assistant that is 

specially designed for blind people. It is a 

great initiative and is very helpful software. 

Our voice assistant does not focus on this but 

we would like to add these extra features in 

our project so that it can be beneficial to the 

blind as well as disabled people. 

[12] Vitro: Designing a 

Voice Assistant for 

the Scientific Lab 

Workplace 

In this paper, they have designed a voice 

assistant and also done research on how the 

voice assistant can play a major role in a 

laboratory. 

Here they have built a smart voice assistant 

that is specifically used for Scientific Lab 

Workspace. In comparison, our voice assistant 

is not designed to work in the laboratory but 

we have this concept on our mind. This is a 

new concept, so maybe this concept can 

further be included in our project. 

[13] Firefox Voice: An 

Open and Extensible 

Voice Assistant 

Built Upon the Web 

This paper mainly focuses on "Firefox Voice", 

a voice assistant which is developed by the 

Mozilla Foundation and its subsidiary, the 

Mozilla Corporation. It shows how the voice 

assistant works and what its features are. 

Now the voice assistant over here is mainly 

designed for a web browser. In comparison, 

our voice assistant is not designed for a web 

browser and also does not work online. We are 

currently working on this and this feature will 

be seen in the coming updates of our software. 

[15] Home Automation 

using Arduino and 

Smart Phone  

It is a home automation system using the 

Arduino Uno board and wireless fidelity 

technology. It accepts commands only through 

clicks. Home automation through Android 

mobile is designed for physically challenged 

and disabled people. 

This is a home automation and it is specially 

designed for physically challenged and 

disabled people using Arduino. In comparison, 

our voice assistant is not that advanced and is 

also not built for physically challenged and 

disabled people.  

[16] A voice based text 

mail system for the 

visually impaired 

Here they have proposed an android 

application designed specifically for visually 

challenged people. It provides a voice-based 

mailing service where they can read and send 

mail on their own, without any guidance. The 

users have to use certain keywords which will 

perform certain actions, e.g., read, send, 

compose mail, address book, etc. This email 

system can be used by a blind person to access 

mail easily and efficiently. 

Here we have a text-based mail system that is 

specifically built for visually impaired people. 

In comparison to their voice assistant, our 

system does not provide voice-based mail 

delivery and is also not built for visually 

impaired people. We are currently working on 

getting these features onboard as soon as 

possible. It will be rolled in further updates of 

our voice assistant. 

[17] Voice Control 

Human Assistance 

Robot 

The robot developed in this project is able to 

move in any direction, like the front, back, left, 

or right, according to the voice commands 

received from the user through a microphone 

as part of our hardware in this project. There is 

The project that we have made is different 

than theirs because we have not developed a 

robot system. They have developed an 

advanced robot that is controlled by voice 

commands. We have this project on our mind 
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an autonomous voice command which can 

instantly make the robot move automatically 

without hitting any obstacle using an ultrasonic 

sensor. This device will help users give a 

uniform look to their lawn with ease. As well, 

it can also be used for the blind or physically 

challenged people by embedding this system 

into the wheelchair, which will make an 

autonomous wheelchair. 

and maybe in the future, our voice assistant 

can be incorporated into a robot system. 

[19] Voice Control 

Device using 

Raspberry Pi  

This paper describes the working of a device 

based on the implementation of a voice 

command system as an intelligent personal 

assistant. This voice-driven device uses the 

Raspberry Pi as its main hardware. A speech-

to-text engine is used to convert the voice 

command to simple text. Query processing is 

then applied using natural language processing 

(NLP) to this text to interpret the intended 

meaning of the command given by the user. 

After interpreting the intended meaning, text-

to-speech conversion is used to give the 

appropriate output in the form of speech. The 

services provided by the device depending on 

the input given, such as weather, telling time, 

or accessing online applications to listen to 

music. 

The device created here is an advanced voice-

controlled device that is developed using 

raspberry pi. This device is way better than 

ours and can perform many different tasks 

than our voice assistant. It is an advanced 

technology and we can research this and make 

a working model in the upcoming updates of 

our software. 

[21] Voice Recognition 

based Intelligent 

Wheelchair and 

GPS Tracking 

System 

Here is a development of a voice recognition-

based intelligent wheelchair system for 

physically handicapped people who are unable 

to drive the wheelchair by hand. So this system 

works like this: the patient can operate the 

wheelchair using voice commands and the 

location of the patient can be tracked using a 

GPS module in the wheelchair that tracks and 

sends the information to a smartphone 

application (app) via Firebase. The Voice 

Module V3 is used to record a patient's voice 

and recognize that voice to follow the 

instructions of the patient. 

This is an intelligent wheelchair and GPS 

tracking system which can be used by 

physically handicapped people. This is a great 

initiative by this team and we are looking for 

this technology for physically handicapped 

people. We can take points from this project 

and implement these in the coming updates of 

our system. 

 

IX. CONCLUSION 

The virtual assistant we have created is able to do almost everything that the user commands it to do from opening a particular file 

on the system to web surfing to gather or collect information on the required topic. We kept a simple approach to our problem using 

python. Some main Python packages used in our product are this are speech Recognition, Python PyAudio,  and Python TTS. We 

have successfully made a working virtual assistant which can be activated by the user using the wake keyword “SARA”, and can 

manipulate the system using verbal commands. It eases most of the tasks of the user like searching the web, accessing youtube 

videos, sending mail through voice, etc. 
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In the future, we hope to incorporate more Artificial Intelligence into our project, such as Machine Learning, Neural networks, and 

so on, as well as the Internet of Things. With the addition of these elements, we will be able to improve our voice assistant by 

adding new features to it. 
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