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Abstract: Corn is one of the most important agricultural products produced in India. Customers can get it in a variety of 
provinces and cities. Before just being distributed to consumers, corn kernels must undergo quality assurance. Most farmers in 
the nation use manual human inspection as the only method of classifying and evaluating maize kernels, and these methods are 
inconsistent, leading to inconclusive results. When dealing with a lot of kernels that need to be certified, this is more common. 
Through the use of a neural network method of inspection, this study proposes to reduce the inconsistencies. Because the 
physical characteristics of damaged maize kernels may be used to detect the damage, the neural network can rapidly determine 
the type of damage in a given sample. The following categories of damage, in addition to the healthy kernels, were examined in 
this study: drier damage, heat damage, OCOL (Other Color) Type A, and OCOL Type B. The neural network that will be 
employed is a convolutional neural network, which layers of processing on the images of the samples. In this research, colored 
image edge detection is also used. 
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I. INTRODUCTION 
According to Valiente-González et al. (2014), corn is one of the most significant cereals for use in human meals, animal feed, 
biofuels, and bio plastics. China, a major maize importer and consumer worldwide, needs a corn qualifying service to set the price 
of corn for various uses. The criteria for qualifying corn are based on a variety of factors, including appearance, shape, color, flavor, 
moisture level, infections, and the presence of contaminants.[1]  Today, there are methods used to determine the damage done by 
shelled corn kernels. There really is proof that most of these methods provide data that is only partially accurate. When taken as a 
total for each harvest, inaccurate data may cause subsequent issues that could harm the overall quality of shelled corn kernels. 
Additionally, the methods now in use are antiquated, which essentially means that modern, technology-dependent procedures can 
surpass them.  
This study develops a technique for measuring the quality parameters of grain seeds for agricultural researchers in order to solve this 
issue and enhance the effectiveness of the quality and chosen food species. The system views rice, wheat, and sorghum as the study 
objectives, recognises and segments the case of static grain seed particles, and analyses and processes the particles of various types 
of statistical grain quality characteristics parameters.  
The system, which is based on particle image recognition and feature extraction techniques, exhibits high speed, high precision, 
good reproducibility, and personnel selection. It has a wide range of potential applications in fields like crop production quality 
assessment and breeding agricultural researchers.  For quick and precise evaluations, machine vision has been widely used in food 
inspection and agricultural qualification processes [11]. The ability to grade various items, particularly agricultural products, has 
been made possible by the combination of digital image processing and neural network algorithms [5]. Cracks, toxins, breakages, 
and other quality-related characteristics on maize kernels can all be found using image processing. Furthermore, the inefficiency of 
human examination in determining maize quality can be reduced using computer vision or image processing. A convolutional neural 
network outperforms classic neural network models like SVM and ANN in a related study titled "Convolutional Neural Network 
Based Automatic Corn Kernel Qualification" [1].  
The major goal of the study is to use a convolutional neural network that incorporates image processing methods to quantify the 
damage of shelled maize kernels. The specific objectives of this study are to: a. develop a prototype that can evenly distribute 
shelled corn kernels on a tray and operate a camera to evaluate three different angles of the test data (corn kernels); b. implement a 
colored image edge detection algorithm designed to detect edges; c. use a convolutional neural network model to process data on the 
physical deformations of shelled corn kernels; and d. test and validate the convolutional neural network model on reliable data. 
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II. METHODOLOGY 
Chao Ni, Dongyi Wang [1] show an automatic corn qualification machine embedded with deep CNN classifier is presented. From 
mechanical view gravity based design with dual expends the machine field of view compared to existing qualification machine, 
even though in theory some spatial information is still loses using only two 2D images to describe a 3D object. Three cameras may 
be able to solve the problem, but it needs more complicated mechanical and illumination design. From software angle a k-means 
clustering guided curvature method is proper and applied beforehand to solve the dual kernel touching problem. Touching problem 
is a critical problem in bio system area. Existing algorithms are mainly focused on touching kernels with complete shape for kernel 
counting. However, our algorithm targets to touching kernels which have not only complete shapes but also broken shapes. The idea 
of preliminary screening the touching case based on value can be improved in our fallowing work to further avoid the system error. 
This problem could be solved by training a new CNN model with more touching kernel data generated in practice. Our curvature 
approach, however, is limited to two dual touching scenarios. 
According to Maxime Oquab and Leon Bottou, Ivan Laptev and Josef Sivic [2] Building on the performance improvement seen on 
ILSVRC-2012, we have demonstrated how a straightforward transfer learning method produces cutting-edge outcomes on difficult 
benchmark datasets that are significantly smaller in size. We have also shown the high potential of the mid-level features taken from 
CNNs that have been trained on ImageNet. The best published results on the Pascal VOC 2012 classification and action 
identification tasks are already achieved using only 12% of the ImageNet corpus, despite the setup's performance improving when 
the source task data is increased. Our research contributes to the growing body of research showing that convolutional neural 
networks can be used to learn complex mid-level picture features that are applicable to a range of visual recognition applications. 
Our method's source code is accessible. 
The words of Plamen Daskalov, Eleonora Kirilova, Violeta Mancheva and Tsvetelina Georgieva [4] comparing obtained results for 
color image analysis it has been found that in terms of the minimum total average error for all varieties best results given the 
Support Vector Machine classifier using features derived through the scalar feature ranking method. It is resulting in the range of 
0.9-12.2% according to the side of image capturing and variety. In regard to spectra data technique where the coefficients of linear 
parametric models of discrete type Auto Regression were analyzed, and identification criterion is based on the limit values of ALV 
between class healthy and class infected seeds, so the maximum distance between the two classes -∆A for the 10th order of AR- 
model is used to determine the limit value. It can be concluded that combining AR model and SVM classifier, and using all ten 
coefficients of AR models gives a higher recognition rate for all varieties. Regardless of the improved SCM classifiers, accuracy of 
classification using spectral data for some varieties is still not satisfactory.  
Wei Yang, Ce Yang  , Ziyuan Hao , Chuanqi Xie , And Minzan Li says[5] Since the creation of convolution neural networks, 
academics have become interested in the high performance of algorithms. The development of smart agriculture also requires the 
accurate detection of crop diseases, but the conventional recognition model, which is steady and based on artificially created 
features, has lesser accuracy. This study employs deep convolutional networks, hyperspectral image pre-processing, and sample 
extraction to develop five different cold damage recognition models for maize seedlings based on these issues. Throughout the 
entire process, various network structures are created in accordance with various input data, and the segmentation result is obtained. 
A convolution neural network (CNN) is applied to the corn cold damage detection model in the case of a small sample of cold-
damaged corn seedlings, and the CNN model's structure is developed. The impact of the CNN's weight distribution properties, 
activation function, and various initialization techniques is examined. 
 

III. CREATING CONVOLUTIONAL NEURAL NETWORK 
The Convolutional Neural Network (CNN) will be used for the detection of the damages by the subjecting the datasets or samples 
through different layers within the cnn. The concept for this neural network is to refer to previous erroneous results to further 
improve and arrive at an acceptable range of conclusive data. Also the more the training dataset the system has and the more pre-
processing can be done, the better the performance of the network will have. The neural network will be created through Intel’s 
Tensor flow. This neural network model can be produce results with outstanding accuracy. The convolutions that occur within the 
neural network model allow more dataset training which expends the it covers for each pixel within image. Since the concept of 
neural network is based from how human brains work, it can be theoretically cover the same considerations when dealing with corn 
qualification with lesser variable that can contribute to error. Using the convolutional neural network model, the test accuracy for 
grading or qualifying core kernels can reach up to 90%. This also uses several dataset training phases to remove and further reduce 
the post-processing inaccuracy as well as consider the images captured by a single camera that should be removed before feeding 
the dataset onto the convolutional neural network. 
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Prior to processing it with the convolutional neural network, the input image will be shrunk. There is no relationship with regard to 
spatial data between an images from one side of a kernel to another while taking pictures on different sides of a corn kernel 
concurrently. The main idea behind neural networks is that they make reference to previous mistakes and correct themselves 
accordingly to produce decisive data that is either true or acceptable. According to agricultural specialists from the NFA, this is 
because the conclusions generated from each image are distinct from one another if the geographical data varies from that of the 
comparable image by a specific amount. 
The filters on the convolutional layers will be moved incrementally from pixel to pixel horizontally and then vertically over the 
entire image. Convolution eventually comes to an end when each pixel in the feature has its matching value (weight). Conv2d layers 
are 3x3 in size. The initial convolution will then be normalized to exclude any negative values. As a method of normalization, ReLU 
will be applied. The process then moves on to pooling layers, where the data is shrunk to create a smaller image with the same 
features and values. The pooling's image size is 2x2. The same layers will be applied again in a second batch. Afterwards to arrive at 
a much smaller and more filtered set of data. 

 
 

IV. CONCLUSION 
Here we given different corn seed damages like Blue eye mold damage cob root damage, germ damage, heat damage, drier damage. 
We trained the model using batches to manage the memory efficiently because there are more data. The online program uses the 
train and test split, tensorlfow will give the good accuracy based on the performance of the model. Here we are concluding like corn 
damage or not detection using CNN and tensorlfow with pre trained model accurately. We got accuracy of 96% in this proposed 
model. 
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