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Abstract: Natural language processing at its core is a method to understand, process and utilize human language that helps in 

the development of different tools. One such field where this tool can be used for is sign language which is the primary method 

of communication for the impaired which usually requires a translator to interpret the meaning for those who do not have the 

knowledge. This paper aims to propose a method that can translate recognized signed words from ASL into proper 

grammatically correct English sentences with the use of different NLP techniques and parsing it into a Lexicalized Tree 

Adjoining Grammar (LTAG) using LALR parser. This approach uses a LTAG which is a lexicon that is organized on grammar 

and vocabulary of the English language and connects in a group of trees. The output matrix of words from the sign recognition 

is used as an input for the Parts of Speech (POS) tagger that will be parsed into the grammar tree giving a proper English 

sentence which will be verified by using Language Tool to check the grammar of the final sentence. 

Keywords: Sentence Formation, American Sign Language, Natural Language Processing, Sign Language recognition, 

Grammar mapping 

I. INTRODUCTION 

Sign language is a visual means of communicating that is most natural and expressive for impaired people. It is an independent 

language and is used all over the world with native differences, similar to spoken languages [12]. Since there is not any international 

standard for sign language it makes it difficult for everyone to learn thus creating a gap in communication between communities [1]. 

To bridge this gap there is plenty of work being carried out in the field of Computer Science such as creating databases, developing 

recognition models and making it easier to access these resources to reduce the use of a human interpreter. This research work will 

focus on sentence formation from the words extracted after sign recognition for the impaired community. 

Natural language Processing (NLP) is concerned with giving computers the ability to understand human language in the same way 

we do. It combines linguistics and rule-based human language to achieve a system that can understand and generate language used 

by humans [2]. The first step, Parts of speech (POS) tagging is a method of NLP that retrieves grammatical information about the 

words depending on the definition and their context which will be used to tag the matrix of words extracted from sign recognition. 

The second step is parsing which will be used in determining the syntactic structure of the sentence. 

Since both spoken language and ASL have different grammar rules the words drawn from the recognition would need to be 

translated using rules to accurately parse the words based on the syntactic structure. The prominent difference between the two is 

English relies on Subject-Verb-Object (SVO) sentence structure, while ASL more frequently uses Topic-Comment structure. ASL 

also places temporal markers at the beginning of sentences, while English places them at the end. Additionally, verbs in ASL can be 

modified based on location or target [3]. To translate the grammar will need a well-defined grammar map. Grammar itself is a 

complex language phenomenon and usually language specific but world languages share similarities and a vast amount of 

differences [17]. Traditional Grammar is more concerned about the structure and formation of sentences while modern grammar 

leans towards the connections that exist in the structure of a language. The translation between the two languages is achieved 

through Lexicalized tree Adjoining grammar (LTAG) which consists of lexicons that make up parts of speech along with the tenses 

and syntactic structure for sentence planning [4]. Parsing will take place on a map with LALR (Lookahead LR) parser which can 

handle large grammar classes while being reliable in giving accurate results. This will be discussed further section of the paper. 

The origination of the paper is as follows, section II contains the literature survey. Section III describes the proposed methodology. 

Section IV discusses the result. Finally, section V will conclude the work. 

 

II. LITERATURE SURVEY 

[1] Ankit Ojha, Ayush Pandey, Shubham Maurya, Abhishek Thakur, proposed a desktop application that uses a computers webcam 

to capture a person signing gestures for American sign language (ASL), and translate it into corresponding text and speech in real 

time using Convolutional neural network (CNN) A finger spelling sign language translator is obtained which has an accuracy of 95%. 
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[4] Anne Abeillé, Kathleen Bishop, Sharon Cote, and Yves Schabes, discusses a sizable grammar for English written in the Tree 

Adjoining grammar (TAG) formalism. The grammar uses a TAG that is both lexicalized and feature-based. It describes how to deal 

with semantic non compositionality in verb-particle combinations, light verb constructions and idioms, without losing the internal 

syntactic composition of these structures. 

[6] R.Agarwal, Sumeet & Agrawal, Sagarkumar & Latif, Akhtar, presents the development of an application which will enable a 

hassle free communication between physically disabled person and normal person. The application is responsible for the conversion 

of hand gestures into a meaningful sentence which can be read out by a normal person. In this approach, gestures based on Indian 

sign language are used. The major stapeps associated with the application are gesture recognition and natural language processing as 

most important module. 

[12] Sugandhi, Kumar, P., & Kaur, presented a system features a rich corpus of English words and commonly used sentences. It 

consists of components such as an ISL parser, the Hamburg Notation System, the Signing Gesture Mark-up Language, and 3D 

avatar animation for generating SL according to ISL grammar. The results proved that the proposed system is highly efficient and 

achieves an average score of accuracy. The performance of proposed system has also been evaluated using the BiLingual Evaluation 

Understudy score, which results in 0.95 accuracy.  

[16] Stone, Matthew and Christine Doran, present a Lexicalized Tree Adjoining Grammar algorithm for simultaneously building 

both the syntax and semantics of a sentence (LTAG). This method captures the connection between pragmatic and syntactic 

constraints on descriptions in a sentence, as well as the inferential interactions between several descriptions in a sentence, in a 

natural and beautiful manner. At the same time, it makes contextually appropriate syntactic choices based on linguistically 

motivated declarative definitions of syntactic constructions' discourse functions.. 

[17] Ishola, Ọlájídé, discusses what a language at its core, how grammar is different from past till present and NLP intersection for 

language with computers and with the help of concise grammar rules, machines can process human languages. 

  

III. METHODOLOGY  

The impaired and normal users are the two end users of this application. 

A. Sign Recognition 

The given fig.1 shows the workflow of the model First performs hand gestures will be captured through a camera, and the images 

obtained are compared against the database American Sign Language Lexicon Video Dataset (ASLLVD) which consists of >3,300 

sign videos for almost 9,800 tokens [5]. The signs are recognized using a CNN model which has an accuracy of 89.2%. Since there 

exists a difference in grammar in sign language and spoken English we need to add proper syntax and fill the stop words that do not 

exist in sign language.  

 
Fig. 1: Flow of work  
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The procedure can be better understood by using an example. 

Consider a sentence in English “My teacher gave me an apple and I will be sharing it with my friends.” 

In sign language it would be written as “Teacher give me apple and I share with friends.” 

Here the difference in grammar is clearly stated like self-referring pronouns like “me, my, I” are expressed similarly expressed in 

sign, the tense in the first part is in past tense and in the second part is in continuous future but in sign language, it is not clear 

without specifically stating tenses. 

 

B. Parts of Speech Tagging 

The words that are recognized are then passed to the NLP engine where each word is given some description and this process is 

called tagging [6]. POS tagging is divided into two stages tokenization and tagging. The raw text output gets tokenized and then 

each word is tagged associated part of speech. The fig.2 shows the Penn Treebank tags that are used to tag the words. 

  
Fig. 2: Types of POS tags [7] 

 

C. Grammar Design 

To construct a valid sentence we require a set of rules of the particular language these rules can be defined under Design grammar. 

It enables the formal representation of a vocabulary and rules that describe how designs can be synthesized [6]. The simplest and 

easiest form of grammar is context free grammar (CFG) [9]. It is easy to deal with and write CFG for natural languages as it is 

comprised of written rules which can be written in the form of notation:  

G = {V, T, P, S}  

Where, 

V = final set of non-terminal symbols 

T = final set of terminal symbols  

P = set of production rules  

S = the start symbol 

The Context free grammar can be represented in the form of trees which is used to Lexicalized tree adjoining grammar. The 

formation of LTAG from CFG is possible when provided we integrate constraints from syntax, semantics and pragmatics. The 

syntax is giving a sentence structure and rules of grammar. Semantics is providing the meaning of the sentence and pragmatics is 

taking the meaning of the sentence within a certain context. 

A TAG grammar consists of a finite set of elementary trees, which can be combined by these substitutions and adjoining operations 

to produce derived trees recognized by the grammar. In substitution, the root of the first tree is identified with a leaf of the second 

tree, called the substitution site [4]. Adjoining is a more complicated splicing operation, where the first tree replaces the subtree of 

the second tree rooted at a node called the adjunction site; that subtree is then substituted back into the first tree at a distinguished 

leaf called the FOOT node. Our grammar structure for translation incorporates two additional principles. First, the grammar is 

lexicalized each elementary structure in the grammar contains at least one lexical item. Second, our trees include features that add 

articles of speech and characteristics which do not exist in ASL but are present in English. For example, American Sign Language 

does not consist of gestures for verbs and articles like is, am, are, was, were, for. Therefore to construct a meaningful sentence from 

sign gestures there is the need for a language processor which will insert these features in appropriate places. 
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D. Parsing 

In the fig.3, it explains LALR bottom up parsing. The inputs to the parser are the parts of speech of the English language namely 

verb, noun, adjective, pronoun, conjunction, etc. Since stop words and articles are not included in the sign language we will be 

inserting them into appropriate places using the lexical grammar tree for constructing a meaningful sentence. Consider the impaired 

user inputs. Here “Teacher give me apple and me share-with friends” The inputs to the parser are the parts of speech of English 

language viz. Pronoun, noun, adjective, verb, conjunction, etc. This word matrix S will be then tokenized into words S1, S2, S3… 

each Start symbol consists of its own separate grammar and the words are parsed into their respective position. This is done by the 

LALR parser which uses to separate and analyze the text according to the production rules specified in the formal grammar. Since 

the Signed inputs lack some verbs and articles of speech so to construct a meaningful sentence LTAG will be used to insert words 

into the appropriate places. After parsing the output comes to be of varying results show in table 1. 

 
Fig. 3: Derivation of mapping for Teacher give me apple and I share with friends 

 

E. Grammar Check  

After the sentence is formed we will verify the integrity and check where it contains any error. To accomplish this by using 

LanguageTool [10] in python which is an open-source grammar tool library that allows us to make, detect grammar errors and 

spelling mistakes through a python script. 

TABLE I 

RESULT DERIVED FOR THE INPUT “TEACHER GIVE ME APPLE AND ME SHARE-WITH FRIENDS” 

Sign Input English Text Output 

 

 

Teacher give me apple and me share-with 

friends 

My teacher gives me an apple and I will 

share it with my friends 

My teacher gave me an apple and I have 

shared it with my friends  

My teacher gives me an apple and I am going 

to share with my friends 

 

IV. RESULT AND DISCUSSION 

The method discussed above is used for translating American Sign Language into English with the core focus on sentence formation 

using Natural language processing. Fig 3 shows how a sentence is parsed and a proper English sentence is formed.  

As it is difficult to handle different types of sentences and tenses the method was not able to accurately construct a sentence with 

much accuracy. This issue can be looked upon by asking the users to provide an input specifically for tense in further versions of the 

method. A grammar-developed sentence generates only for those inputs which provide some structure as per the grammar rules. 

Hence in some cases meaningful sentences may not be constructed. 
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V. CONCLUSION 

The major objective of this work is to give the significance of sign language as a language and focus on methods available for 

Sentence formation using Natural Language processing. As the method focus on grammar not only it can be used for sentence 

formation in English but in other languages as well, as long as we can provide a proper grammatical structure and tagging for other 

sign languages. The method can be implemented to work as an interpreter for the communication between a deaf and dumb person 

and a normal person.  
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