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Abstract: Hate Speech is a widespread problem that degrades a person or people based on their race, religion, gender or 
disability. This research work proposes a tool to raise awareness on the persistent hate speech in social media platforms. The 
primary aim of this research work is to highlight the content that promotes violence or hatred against individuals or groups 
based on religion, gender or ethnicity. Logistic regression is a technique borrowed by machine learning from the field of 
statistics. It is the go-to method for binary classification problems. Using this algorithm, the model trains itself from the dataset 
and identifies and displays the sentiment of the tweets. Also, to get the real-time analysis on tweets, Twitter API and libraries such 
as Tweepy and Textblob are used. The proposed model has the ability to detect the appropriate sentiment with 83.98 percent 
accuracy. The tool is made free and available for demo use to the public. 
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I. INTRODUCTION 
The exponential growth of social media such as Twitter and community forums has revolutionized communication and content 
publishing, but is also increasingly exploited for the propagation of hate speech and the organization of hate-based activities. The 
anonymity and mobility afforded by such media has made the breeding and spread of hate speech – eventually leading to hate crime 
– effortless in a virtual land-scape beyond the realms of traditional law enforcement. The term ‘hate speech’ was formally defined as 
‘any communication that disparages a person or a group on the basis of some characteristics (to be referred to as types of hate or 
hate classes) such as race, color, ethnicity, gender, sexual orientation, nationality, religion, or other characteristics. In the UK, there 
has been significant increase of hate speech towards the migrant and Muslim communities following recent events including leaving 
the EU, the Manchester and the London attacks.  
In the EU, surveys and reports focusing on young people in the EEA (European Economic Area) region show rising hate speech and 
related crimes based on religious beliefs, ethnicity, sexual orientation or gender, as 80% of respondents have encountered hate 
speech online and 40% felt attacked or threatened. Statistics also show that in the US, hate speech and crime is on the rise since the 
Trump election.  
The urgency of this matter has been increasingly recognized, as a range of international initiatives have been launched towards the 
qualification of the problems and the development of counter-measures. Building effective counter measures for online hate speech 
requires as the first step, identifying and tracking hate speech online. For years, social media companies such as Twitter, Facebook, 
and YouTube have been investing hundreds of millions of euros every year on this task, but are still being criticized for not doing 
enough. This is largely because such efforts are primarily based on manual moderation to identify and delete offensive materials. 
The process is labor intensive, time consuming, and not sustainable or scalable in reality. A large number of researches has been 
conducted in recent years to develop automatic methods for hate speech detection in the social media domain. These typically 
employ semantic content analysis techniques built on Natural Language Processing (NLP) and Machine Learning (ML) methods, 
both of which are core pillars of the Semantic Web research. The task typically involves classifying textual content into non-hate or 
hateful, in which case it may also identify the types of the hate speech. Although current methods have reported promising results, 
we notice that their evaluations are largely biased towards detecting content that is non-hate, as opposed to detecting and classifying 
real hateful content. A limited number of studies have shown that, for example, state of the art methods that detect sexism messages 
can only obtain an accuracy of between 15 and 60 percentage points lower than detecting non-hate messages. These results suggest 
that it is much harder to detect hateful content and their types than non-hate. However, from a practical point of view, we argue that 
the ability to correctly (Precision) and thoroughly (Recall) detect and identify specific types of hate speech is more desirable. For 
example, social media companies need to flag up hateful content for moderation, while law enforcement need to identify hateful 
messages and their nature as forensic evidence. 
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II. LITERATURE REVIEW 
As hate statements are under reported, it was difficult to decide our dataset. There were minimal resources of data related to 
hate speech, especially ‘Formal Hate Statements’. This paper [3] had worked on data from Stormfront and used web 
scraping and data pre-processing techniques to form a dataset. They included Hate, No Hate, Relation and Skip as 
annotations. This dataset was very well defined and annotated. It is also found that the sentences in the dataset were more 
formal and professional as compared to any other data related to hate speech. To achieve maximum results out of our work, 
it has used the data set provided by the authors of the paper [3]. Here the authors are credited for building such a dataset 
available in our model. Few research papers pertaining to our work are analyzed before building our own model. Our initial 
focus was on categorizing a single sentence as hate or not hate. It is learnt from this paper that a not efficient. The 
previously implemented natural language processing approach are reviewed to classify text statements using deep learning, 
where it was evident that the methods used could be improvised. Thus, we implemented Regression models with optimized 
parameters for the task. It is found that, the paper [5] is significant for the fact that the authors used a simple bad of words 
approach with the logistic regression and SVM architectures, then compared these models with deep learning approaches. 
They were able to achieve an F-score of 84.83 using Glo Ve embeddings. Based on the proposed approach on similar lines 
and used the word2vec model for our purpose. The paper [5] motivated us to use Convolutional Neural Network for our 
tool. We experimented with our Logistic Regression  model to come up with the best parameters and achieve high 
accuracy. The paper [6] introduces a Twitter hate-speech text classification system by comparing logistic regression and 
CNN techniques. The classifier used in the authors’ research assigns each tweet to one of four predefined categories: 
racism, se xis m, both and non-hate statements. They were able to achieve an F-score of 77.75% which could be increased. 
This study motivated us to research about category-bias of hate and learn that it could classify the text input into religion, 
gender, ethnicity and disability based on what words are included in the text. 
 

III. METHODOLOGY 
Machine Learning 
 
A. Dataset 
In this study, we have used publicly available data set of tweets from various accounts on various topics. This dataset contains about 
1048576 tweets. In this study, we will only focus on the hateful, positive as well as the neutral tweets. In this dataset, the tweets can 
be categorized on the basis of aspects and their polarities. For making the dataset easy for classification, different columns are 
present. There are five columns ['target', 't_id', 'created_at', 'user', 'text']. The unwanted columns are removed as they might affect 
the prediction results. The dataset is trained and tested after the dataset is uploaded successfully. Further, their polarities can be 
positive, negative, or neutral.  

 
 
B. Logistic Regression 
Logistic regression is a statistical analysis method used to predict a data value based on prior observations of a data set. Logistic 
regression has become an important tool in the discipline of machine learning. The approach allows an algorithm being used in a 
machine learning application to classify incoming data based on historical data. As more relevant data comes in, the algorithm 
should get better at predicting classifications within data sets. Logistic regression is a very appropriate model to do hate speech 
detection because it is very tricky for any model or even humans to classify weather the text is hateful or not. Ergo, as logistic works 
on historical data and trains itself, it gives very accurate results when tested. 
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C. NLTK 
The Natural Language Toolkit, or more commonly NLTK, is a suite of libraries and programs for symbolic and statistical natural 
language processing (NLP) for English written in the Python programming language. NLTK includes graphical demonstrations and 
sample data. NLTK is intended to support research and teaching in NLP or closely related areas, including empirical linguistics, 
cognitive science, artificial intelligence, information retrieval, and machine learning. 
 
D. Sklearn 
Scikit-learn is a free software machine learning library for the Python programming language. It features various classification, 
regression and clustering algorithms including support vector machines, random forests, gradient boosting, and is designed to 
interoperate with the Python numerical and scientific libraries NumPy and SciPy. 

 
 

E. Accuracy 
The classifier performance is evaluated by calculating true positives (TP), false positives (FP), true negatives (TN), and false 
negatives (FN). These four numbers constitute a confusion matrix. This evaluation refers to the total number of instances that are 
correctly classified by the trained model. 

 
 
Real time tweets twitter analysis:  
1) Textblob 
TextBlob is a python library for Natural Language Processing (NLP).TextBlob actively used Natural Language ToolKit (NLTK) to 
achieve its tasks. NLTK is a library which gives an easy access to a lot of lexical resources and allows users to work with 
categorization, classification and many other tasks. TextBlob is a simple library which supports complex analysis and operations on 
textual data. TextBlob is a Python library for processing textual data. It provides a simple API for diving into common natural 
language processing (NLP) tasks such as part-of-speech tagging, noun phrase extraction, sentiment analysis, classification, 
translation, and more. 
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2) Tweepy 
Tweepy is an open-source Python package that gives you a very convenient way to access the Twitter API with Python. Tweepy 
includes a set of classes and methods that represent Twitter’s models and API endpoints, and it transparently handles various 
implementation details. By using Tweepy, you could deal with low-level details having to do with requests, data serialization, 
authentication, and rate limits. This will reduce the time consumption and error. Tweepy also supports OAuth 2 authentication. 
OAuth 2 is a method of authentication where an application makes API requests without the user context. Use this method if you 
just need read-only access to public information. 

 
 

IV. IMPLEMENTATION 
The proposed system has two parts, one of which is based on Logistic Regression Model of Machine Learning and the other is the 
use of Textblob and Tweepy to detect hate speech in the form of words or sentences. The first step is the collection of ample 
amounts of data so that it is clear to distinguish the hate speech and the normal speech. We have used the twitter data base for this 
project. This data will be first analyzed and defined whether it comes under ‘hate’ or ‘non-hate’. When we inspect specific types of 
hate, some can be of extreme case, such as ‘racism’, the extreme case of both ‘hate’ and ‘non-hate’ is possible. We can define 
weather the tweets are negative or positive with the help of machine learning and with the help of Textblob we can rate the tweets 
on the scale of -1 to 1 on how hateful they are. 
 
A. Machine Learning 
In this part, with the help of Machine Learning, there are seven key steps namely, importing libraries, data collection, cleaning data 
set, data pre-processing, data splitting, classification model construction, and classification model evaluation.  
First of all, we import all important libraries. These include pandas, numpy, nltk, sklearn, logistic regression and many more. For 
loading dataset, in this project, we collected publicly available twitter tweets dataset. This dataset has 1048576 number of tweets. 
The reason we chose such a big number as our dataset is because the machine learning model gives more accurate results if there is 
a greater number of training and testing entries. After successfully importing data, we move on to cleaning data. Cleaning data 
includes removing unwanted columns in the dataset that might cause an effect on the prediction and are not of any use as far as 
prediction is concerned. Then we process the tweets according to our needs, i.e., we remove all the unwanted URL references, user 
@ references and '#' from tweet and punctuations. Then we split the dataset into training and testing dataset. The training dataset is 
used to train the dataset according to the model so that it can predict the results accurately, on the other hand the testing dataset is 
used to test the predictions and to check how accurate these results are.  After this is done, we finally move on to deciding the best 
model suitable for the prediction. Here we have used Logistic Regression model of Machine Learning as it is widely used now a 
days and is very reliable. And finally, we look at the percentage of accuracy this model provides by printing the accuracy score. We 
have come to a conclusion that it provides an accuracy score of 84% which is very reliable and is one of the best outcomes that we 
can expect.  
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B. Real Time Tweets Twitter analysis 
The implementation for this method includes importing libraries, defining the twitter developer account keys, authentication of this 
keys, creating API to import real time tweets and prediction. 
Here we first import two main libraries first, Textblob and Tweepy, Tweepy imports all the tweets from twitter’s live database and 
Textblob defines the tweets as hateful or not by scoring them on the scale of -1 to 1. -1 means the most hateful tweet, 1 means the 
most positive tweet whereas 0 means a neutral tweet. After importing the libraries, we define variables and assign them the various 
secret keys that we get after making a developers account on twitter. Now we do the authentication or verification of these keys. 
Then we generate api so that we can get the real time tweets for analysis. Finally, we type in the keyword around which we want to 
do the twitter tweets analysis and number of tweets we want to import. Then with the help of Tweepy library, we classify the tweets 
as negative, positive and neutral. And then we print the results which shows the number of positive, negative and neutral tweets. 

 

 
 

V. RESULTS AND DISCUSSIONS 
We have implemented two different methods/methodologies for Hate Speech Detection. One is by using Twitter API and the other 
is by using Machine Learning Algorithm. In Twitter API method we have created a python program using python libraries like 
Tweepy and Textblob in which we give total number of tweets/tweet amount and a particular trend/term/topic name on which we 
want to classify or inspect the tweets as input and in result we get the latest tweets written on that topic on twitter classified into 
three categories as number of neutral tweets, number of positive tweets and number of negative or hatred tweets. This method is 
very efficient and allow us to verify latest tweets on twitter. The second method we have used for Hate Speech Detection is the 
Machine Learning Algorithm. In Machine learning Model of our Hate Speech Detection, we have imported appropriate libraries and 
used a large amount of dataset containing lakhs of tweets for evaluating the performance of our model. The Dataset was segregated 
into training and testing and finally we have predicted the results in terms of accuracy by Logistic regression Algorithm. So, using 
this Machine Learning Algorithm we got accuracy almost around 85%. Using these two methodologies we have proposed a Hate 
Speech Detection system which will help to evaluate the tweets written on twitter in efficient manner taking very less time. 
During the building of this project, we learned and researched about different Python libraries, we learned about how the Machine 
Learning Algorithm works and how we can get different results using different ML Algorithms. The need of such system in today’s 
time motivated us to take this project. 
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VI. LIMITATIONS  
1) Accuracy: Although the accuracy of our project is 84% which is considered to be a very high score but there are still 16% 

chances that our model will predict wrong results and that can cause huge problems as spreading hate is a serious offence and 
wrong predictions can cause trouble. 

2) Dataset: We have to regularly update the dataset to get accurate results which is quite hectic as updating the data on such large 
scale is very difficult. Also, processing this data is very difficult and time consuming. 

3) Output: It only classifies the hate speech message in three different classes and is not capable enough to identify the severity of 
the message. Hence, in the future, the objective is to improve the proposed ML model which can be used to predict the severity 
of the hate speech message as well.  

 
VII. FUTURE SCOPE 

Our proposed model could be applied in different domains where the posts about the anticipation to get service and buy product by 
the review of the service after serving or buying it showing the sentiment of customers as positive or negative can also be explored. 
Given all the challenges that remain, there is a need for more research on this problem. We believe that there are several ways to 
extend and improve this study in the future. A lot of work ahead of us to work on technical improvements that can be made. For 
example:  
1) The dataset can be extended to capture more writing styles, patterns, and topics.  
2) Expand the dataset that would reduce the risk of overfitting and improve the statistical significance of the results.  
3) Analyzing various aspects of the category of hate, either hate with politics, religion, ethnicity and socio-economy. 
4) Improving model by getting data from other social media platforms such as Instagram and Facebook to train the model and 

make it for efficient. 
5) Making an application for this algorithm using GUI components which would help user to analyze and use the model easily. 
 

VIII. CONCLUSION 
The extreme amount of propagation of hate speech on social media platforms has been increasing rapidly and significantly in the 
last few years, due to both the anonymity and mobility of these platforms, as well as the changing political climate from many 
places in the world. It is understood that effective counter-measures rely on automated data mining techniques. A decisive task in 
this direction is the identification and categorization of hate speech on these platforms based on its targeting characteristics. We 
have presented modern approaches for this task as well as a system that achieves decent accuracy in the detection of hate speech. 
First of all, we have introduced a method for automatically classifying hate speech that actually improves classification accuracy. 
Then, we did comparative analysis of our model on publicly available datasets that we fetched for the experimental analysis of the 
working of our model.  
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