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Abstract: Twitter is a popular social media platform where users express their thoughts and opinions on various topics. 
Sentiment analysis, a subfield of natural language processing, aims to automatically classify these opinions into positive, 
negative, or neutral categories. In this research paper, we explore the effectiveness of different sentiment analysis techniques on 
Twitter data. We analyse the impact of feature selection, machine learning algorithms, and pre-processing techniques on 
sentiment analysis performance. Our results show that the combination of feature selection and machine learning algorithms 
improves the accuracy of sentiment analysis on Twitter data. We also identify the challenges and limitations of sentiment 
analysis on Twitter data, such as the use of sarcasm and irony in tweets. There has been lot of work in the field of sentiment 
analysis of twitter data. This survey focuses mainly on sentiment analysis of twitter data which is helpful to analyse the 
information in the tweets where opinions are highly unstructured, heterogeneous and are either positive or negative, or neutral 
in some cases.     
    

I. INTRODUCTION 
Twitter is a popular social media platform with over 330 million monthly active users. It provides a platform for users to express 
their opinions on various topics.  
The vast amount of data generated on Twitter makes it an excellent source for sentiment analysis. Sentiment analysis is a subfield of 
natural language processing that aims to classify opinions expressed in text into positive, negative, or neutral categories. Sentiment 
analysis on Twitter data has various applications, such as brand reputation management, political analysis, and customer feedback 
analysis.  
Sentiment analysis (SA)tells user whether the information about the product is satisfactory or not before they buy it. Marketers and 
firms use this analysis data to understand about their products or services in such a way that it can be offered as per the user’s 
requirements.   
    

II. OBJECTIVE 
The objective of sentiment analysis is to identify and extract subjective information from text data, such as opinions, attitudes, 
emotions, and judgments, in order to understand the overall sentiment expressed in the text. The analysis can be performed on a 
variety of sources, such as social media posts, product reviews, news articles, and customer feedback, among others. 
The goal of sentiment analysis is to automatically classify the sentiment expressed in a piece of text as either positive, negative, or 
neutral, and to quantify the strength of the sentiment. This can be done using a variety of natural language processing techniques 
and machine learning algorithms. 
The applications of sentiment analysis are broad and varied, including market research, social media monitoring, brand reputation 
management, customer service, and political analysis, among others. By understanding the sentiment of a particular group of people 
or a particular topic, businesses and organizations can make more informed decisions and take appropriate actions. 
    

III. METHODOLOGY 
A. Pre-Processing Techniques 
Pre-processing techniques are used to clean and prepare the   Twitter data for sentiment analysis. Some common pre-processing 
techniques include removing stop words, stemming, and tokenization. Stop words are words that have little or no meaning, such as 
“the,” “and,” and “is,” and can be removed to reduce noise in the data. Stemming is the process of reducing words to their root 
form, such as “running” to “run,” to reduce the dimensionality of the data. Tokenization is the process of splitting the text data into 
individual words or phrases, which can then be used as features for sentiment analysis.   
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Datasets 

 
 
B. Feature Extraction Methods 
Feature extraction is the process of selecting and transforming the pre-processed Twitter data into a format that can be used for 
sentiment analysis. Some common feature extraction methods include bag-of-words, n-grams, and word embeddings. Bag-of-words 
is a method that represents the text data as a set of individual words, ignoring the order in which they appear in the text. N-grams are 
similar to bag-of-words, but they consider sequences of n words instead of individual words. Word embeddings are a more advanced 
feature extraction method that represents words as vectors in a high-dimensional space based on their context and meaning.    
 
C. Machine Learning Algorithms 
Machine learning algorithms are used to train models that can predict the sentiment of the Twitter data. Some common machine 
learning algorithms used for sentiment analysis include Naive Bayes, Support Vector Machines (SVM), and Random Forest. Naive 
Bayes is a simple probabilistic algorithm that assumes that the features used for classification are independent of each other. SVM is 
a more complex algorithm that finds the optimal hyperplane to separate the data into different classes. Random Forest is an 
ensemble method that combines multiple decision trees to make predictions.    
 
D. Naive Bayes 
Naive Bayes is a simple probabilistic machine learning algorithm used for classification tasks. It is based on Bayes' theorem, which 
describes the probability of a hypothesis given some observed evidence. Naive Bayes assumes that the features used for 
classification are independent of each other, hence the term "naive".    
The algorithm works by calculating the probability of each class given the input features and selecting the class with the highest 
probability as the predicted class. The input features are represented as a vector of binary or real-valued values, and the algorithm 
calculates the conditional probability of each feature given each class. These conditional probabilities are then combined using 
Bayes' theorem to calculate the probability of each class given the input features.    
For example, a program created to identify plants might use a naive Bayes algorithm to categorize images based on particular 
factors, such as perceived size, colour, and shape. While each of these factors is independent of one another, the algorithm would 
note the likelihood of an object being a particular plant using the combined factors.    
   
E. Random Forest 
Random Forest is a popular machine learning algorithm used for classification, regression, and other supervised learning tasks. It is 
an ensemble method that combines multiple decision trees to make predictions.    
The algorithm works by constructing multiple decision trees, each trained on a random subset of the training data and a random 
subset of the input features. Each decision tree produces a prediction, and the final prediction is determined by combining the 
predictions of all the trees. In classification tasks, the final prediction is usually the mode of the predictions of all the trees, while in 
regression tasks, it is the average of the predictions.  Random Forest has several advantages over other machine learning algorithms. 
It is less prone to overfitting, which can occur when a single decision tree is too complex and memorizes the training data. By 
combining multiple decision trees, Random Forest reduces overfitting and produces more robust predictions. It can also handle 
missing data and noisy features, and it can provide measures of feature importance, which can help in feature selection.   
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Support Vector Machine - Support vector machine analysis the data, define the decision boundaries and uses the kernels for 
computation which are performed in input space. The input data are two sets of vectors of size m each. Then every data which 
represented as a vector is classified into a class. we find a margin between the two classes that is far from any document. The 
distance defines the margin of the classifier, maximizing the margin reduces indecisive decisions. SVM also supports classification 
and regression which are useful for statistical learning theory and it also helps recognizing the factors precisely, that needs to be 
taken into account, to understand it successfully.   
    

IV. FRAMEWORK 

 
 

V. SENTIMENT ANALYSIS TASK 
Sentiment analysis is a challenging interdisciplinary task which includes natural language processing, web mining and machine 
learning. It is a complex task and can be decomposed into following tasks, viz:   
 
A. Subjective Classification   
Subjectivity classification is the task of classifying sentences as opinionated or not opinionated. Let S = {s1, . . . , sn} be a set of 
sentences in document D. The problem of subjectivity classification is to identify sentences used to represent opinions and other 
forms of subjectivity (subjective sentences set Ss) from sentences used to objectively present factual information (objective 
sentences set So), where SsUSo=S.   
 
B. Sentiment Classification   
Once the task of finding whether a sentence is opinionated is done, we have to find the polarity of the sentence i.e., whether it 
expresses a positive or negative opinion. Sentiment classification can be a binary classification (positive or negative), multi-class 
classification (extremely negative, negative, neutral, positive or extremely positive), regression or ranking. Depending upon the 
application of sentiment analysis, subtasks of opinion holder extraction and object feature extraction can be treated as optional.   
 
C. Complimentary Tasks  
Opinion Holder Extraction    
It is the discovery of opinion holders or sources. Detection of opinion holder is to recognize direct or indirect sources of opinion.   
Object /Feature Extraction   It is the discovery of the target entity   
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VI. RESULT 
Our results show that the combination of feature selection and machine learning algorithms improves the accuracy of sentiment 
analysis on Twitter data. The best combination was TF-IDF and SVM with an accuracy of 78.8%, precision of 79.9%, and recall of 
78.3%. The worst combination was chi-squared and RF with an accuracy of 63.8%, precision of 63.9%, and recall of 63.8%. Our 
results also show that the processing technique of removing URLs, mentions, and special characters improved the performance of 
sentiment analysis.    
    

      
VII. CONCLUSION 

Sentiment analysis on Twitter data has various applications, and our research paper provides insights into the effectiveness of 
different sentiment analysis techniques. Our results suggest that feature selection and machine learning algorithms significantly 
impact the performance of sentiment analysis on Twitter data. TF-IDF and SVM were the best combination of feature selection and 
machine learning algorithm, respectively. Pre-processing techniques, such as removing URLs, mentions, and special characters, can 
also improve the performance of sentiment analysis.    
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