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Abstract: The exponential growth of e-commerce platforms, particularly Amazon, has resulted in a massive volume of customer-

generated reviews, making manual sentiment analysis both time-consuming and inefficient. This study proposes an automated 

system to predict the sentiment polarity (positive or negative) of Amazon product reviews using a combination of machine 

learning and deep learning techniques. The reviews are processed and converted into vectorized representations using methods 

such as Bag of Words (Bow), TF-IDF, Word2Vec, and their respective unigrams, bigram and weighted variants. A variety of 

classifiers—including Naive Bayes, Logistic Regression, Support Vector Machines (SVM), Random Forest, and Long Short-

Term Memory (LSTM) networks—are trained and evaluated. Experimental results indicate that Logistic Regression with bigram 

TF-IDF achieves the highest test AUC of 0.9615, demonstrating superior generalization. While LSTM models show potential in 

capturing sequential dependencies, they require further optimization. The study emphasizes the importance of automated 

sentiment classification and outlines future directions such as multilingual analysis and real-time deployment using cloud 

platforms. 

Keywords: Natural Language Processing (NLP), Support Vector Machines (SVM), Long short Term Memory (LSTM), 

Sentiment Analysis (SA), Bag of Words(Bow), Recurrent Neural Network (RNN). 

 

I. INTRODUCTION 

In the modern digital age, online product reviews play a crucial role in shaping consumer behaviour and influencing purchasing 

decisions. With the exponential growth of e-commerce platforms, the ability to accurately analyse and interpret customer feedback 

has become essential for businesses aiming to enhance product quality, improve customer satisfaction, and remain competitive in 

the market. This research focuses on leveraging Natural Language Processing (NLP) and sentiment analysis techniques to predict 

the sentiment polarity—positive, negative of Amazon product reviews. The study utilizes both structured data (such as review 

ratings and metadata) and unstructured data (such as textual content of reviews) to derive meaningful insights. 

To build robust and accurate sentiment polarity prediction models, we employ a combination of traditional supervised machine 

learning algorithms and advanced deep learning techniques. The machine learning models used include Naive Bayes, Logistic 

Regression, Support Vector Machine (SVM), and Random Forest. These models are trained using a set of engineered textual 

features such as word frequencies, TF-IDF scores, and n-grams. Each algorithm offers unique advantages in terms of interpretability, 

computational efficiency, and performance across varying types of data distributions. 

In addition to these classical approaches, we also incorporate a deep learning model—Long Short-Term Memory (LSTM), a type of 

Recurrent Neural Network (RNN)—which is particularly well-suited for handling sequential and context-dependent information 

present in textual data. LSTM is capable of capturing long-range dependencies and contextual nuances in customer reviews, making 

it a powerful model for sentiment classification tasks. By comparing the performance of these models, this study aims to identify the 

most effective approach for predicting review sentiment polarity and to provide actionable insights for businesses seeking to 

improve their understanding of customer opinions.  

In this paper, we utilize both traditional Supervised Machine Learning algorithms and advanced Recurrent Neural Network (RNN) 

models to predict the sentiment polarity of Amazon product reviews. Supervised learning techniques allow us to train models on 

label datasets to accurately classify sentiments based on extracted features. RNN models, particularly LSTM, enable us to capture 

the sequential dependencies and contextual meaning within the review text, providing deeper insight into customer opinions.  
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II. LITERATURE REVIEW 

Previous research on review helpfulness has primarily concentrated on automating the prediction of helpfulness to manage the vast 

volume and inconsistent quality of online consumer reviews. Much of the work has explored the relationship between text-based 

features and helpfulness using text mining and statistical models.  

Salehan et al. (2016) examined the influence of sentiment polarity on review helpfulness, considering elements such as review 

length, title, and longevity. Their findings indicated that neutral sentiment reviews significantly impacted helpfulness, and longer 

reviews tended to be more informative and thus more helpful.  

Cao et al. (2011) explored why certain reviews receive more helpfulness votes than others, focusing on basic, stylistic, and semantic 

characteristics using data from CNET Download.com. They employed an Ordinal Logistic Regression model and evaluated 

performance using metrics like misclassification rate and AIC. Their findings highlighted that semantic features were the most 

influential, and reviews expressing extreme opinions tended to receive more helpfulness votes. Similarly, Liu et al. (2008) used a 

non-linear regression model on IMDB reviews, emphasizing factors like reviewer expertise, writing style, and timeliness. These 

features proved most significant when combined, as indicated by lower MSE scores.  

Other notable studies include Kim et al. (2006), who focused on providing real-time feedback on review helpfulness using SVM 

regression, identifying review length, unigrams, and product ratings as key factors. Ghose et al. (2007) addressed the challenge of 

handling massive volumes of online reviews by building ranking mechanisms that incorporated both user- and manufacturer-

oriented perspectives. Their findings showed that reviews combining subjective and objective elements were considered more 

helpful, demonstrating the effectiveness of hybrid analysis approaches for evaluating online reviews. 

 

III. PROBLEM STATEMENT 

Manually interpreting vast numbers of product reviews is time-consuming and inconsistent. This necessitates the development of an 

intelligent system that can predict the sentiment polarity of reviews (positive or negative) with high accuracy using machine 

learning and deep learning methods. 

 

IV. DATA SET DESCRIPTION 

The dataset used for this project was obtained from Kaggle. It consists of product reviews collected over a span of 13 years, from 

October 1999 to October 2012. The goal is to predict the sentiment polarity of a given review—classifying it as positive if the rating 

is 4 or 5, and negative if the rating is 1 or 2.  

 

A. Data Includes  

1) Number of reviews: 568,454  

2) Number of users: 256,059  

3) Number of products: 74,258  

4) Timespan: Oct 1999 - Oct 2012  

5) Number of Attributes/Columns in data: 10  

 

B. Attribute Information  

1) Id:  unique Numeric data for every data  

2) Product Id: unique Alphanumeric data for every product  

3) User Id: unique Alphanumeric data for every user  

4) Profile Name: Name of the user  

5) Helpfulness Numerator: Number of people who found the review helpful  

6) Helpfulness Denominator: Number of people who indicated whether or not review is helpful  

7) Score: total number of ratings from 1 to 5.  

8) Time: Timespan of reviews  

9) Summary: textual data about the product (Briefly)  

10) Text: textual data about the product (Review)  
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V. METHODOLOGIES 

This research follows a structured approach including data acquisition, preprocessing, feature engineering, model training, and 

evaluation. Both traditional ML classifiers and an LSTM neural network are trained using different vector representations like Bow, 

TF-IDF, and Word2Vec (CBOW, Skip Gram). The methodologies followed in this study are outlined below. 

1) Response Variable Generation 

2) Text Preprocessing 

3) Training Models for Classification 

4) Model Validation 

 

VI. RESPONSE VARIABLE GENERATION 

The dataset includes Amazon product reviews with attributes such as Review Text, Score, Helpfulness metrics, and Summary. 

Reviews with score > 3 as positive, and < 3 as negative. Neutral reviews are excluded for binary classification, because this study is 

focusing only on Binary Classification. 

 

VII. PREPROCESSING TECHNIQUES 

The Data pre-processing is an important step in our analysis because it has a significant impact on the results. An unprocessed 

dataset can produce incorrect results and affect the analysis; therefore, pre-processing the data is required before performing any 

data mining operation. Before data preprocessing, we must deduplicate our data. Now, To Preprocess the data, the following steps 

were taken:  

1) Begin by removing the html tags  

2) Remove any punctuations or limited set of special characters like , or . or # etc.  

3) Check if the word is made up of English letters and is not alpha-numeric  

4) Check to see if the length of the word is greater than 2 (as it was researched that there is no adjective in 2-letters)  

5) Convert the word to lowercase 

6) Remove Stop words  

7) Finally Snowball Stemming the word (it was observed to be better than Porter Stemming) 

 

VIII. FEATURE EXTRACTION METHODS 

Multiple vectorization techniques were explored to represent text data numerically for all Machine Leaning Algorithms mentioned 

above. The methods include: 

1) Bag of Words (Bow - Unigram and Bigram)  

2) TF-IDF (Unigram and Bigram)  

3) Word2Vec (Average and TF-IDF weighted)  

Fig 8.1: Text Classification Pipeline: Algorithms and Vectorization Technique 
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IX. MACHINE LEARNING MODELS 

A range of machine learning models were implemented using scikit-learn and Keras. The classifiers used include:  

1) Naive Bayes: Fast and simple, but limited in performance.  

2) Logistic Regression: Balanced and widely used for linear classification.  

3) Support Vector Machines: Effective in high-dimensional space.  

4) Random Forest: Ensemble learning method that handles feature interactions well.  

Model performance was primarily evaluated using the Area Under the ROC Curve (AUC) through 10-fold cross-validation on an 

80/20 train-test split. Grid search was employed to optimize hyperparameters for SVM and Random Forest models.  

 

X. DEEP LEARNING MODELS 

Long Short-Term Memory (LSTM) is a type of Recurrent Neural Network capable of learning long-term dependencies. It processes 

sequences and retains contextual meaning, making it ideal for sentiment analysis tasks. The LSTM model was trained using pre-

processed text sequences and word embeddings. It outperformed other models in terms of capturing nuanced sentiments and 

maintaining context across longer reviews. 

 

XI. RESULTS AND EVALUATION 

The models were evaluated using metrics such as Accuracy, Precision, Recall, and AUC-ROC.  

 

1) Naive Bayes 

The Naive Bayes algorithm is concerned with the probability of events. It is a classifier based on probability. This classifier is based 

on the Bayes Theorem  

P(class | data) = (P(data | class) * P(class)) / P(data)  

Naive Bayes gives a baseline model. In this algorithm, the best estimate hyperparameter for alpha is 0.1. As a result, the Train AUC 

and Test AUC are below across different vector representations.  

 

Figure 11.1: AUC Scores of Naïve Bayes Algorithm with Different Text Vectorization Techniques 

 

Key Findings – Naïve Bayes Models  

• Bow + Naïve Bayes gave good performance with Test AUC of 0.90.  

• Bigram Bow + Naïve Bayes slightly improved the Test AUC to 0.91.  

• TF-IDF + Naïve Bayes showed better results with Test AUC of 0.91.  

• Bigram TF-IDF + Naïve Bayes gave the best Test AUC of 0.92, showing strong generalization.  

 

2) Logistic Regression 

Logistic regression is a method for predicting a binary outcome: either something happens or nothing happens. The dependent 

variable must be categorical, but the independent variable might be categorical or numeric. As it is written:  

• P(Y=1|X) or P(Y=0|X)  

• In this algorithm, the best estimate hyperparameter for C is 1000 and the penalty is l2 regularization. As a result, the  

• As a result, the Train AUC and Test AUC are below across different vector representations.  
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Figure 11.2: AUC Scores of Logistic Regression Algorithm with Different Text Vectorization Techniques 

 

Key Findings – Logistic Regression Models  

• Bow + Logistic Regression gave a solid Test AUC of 0.93.  

• Bigram Bow + Logistic Regression improved further to 0.94 Test AUC.  

• TF-IDF + Logistic Regression performed well with 0.95 Test AUC.  

• Bigram TF-IDF + Logistic Regression gave the highest Test AUC of 0.96.  

• Average Word2Vec + Logistic Regression gave stable results with 0.91 Test AUC.  

• Skip-gram Word2Vec + Logistic Regression slightly improved to 0.92 Test AUC.  

• TF-IDF Weighted Word2Vec models gave lower AUCs around 0.88–0.89.  

 

3) Support Vector Machine 

Stochastic Gradient Descent (SGD) is a simple yet very efficient approach to fitting linear classifiers and regressors under convex 

loss functions like (linear) Support Vector Machines.  

• Here We are using SGD Classifier. In this algorithm, the best estimate hyperparameter for alpha is 0.0001 and penalty is l2. As a 

result, the Train AUC and Test AUC are below across different vector representations. 

  
Figure 11.3: AUC Scores of SVM Classifier (SGD-based) with Different Text Vectorization Techniques 

 

Key Findings – SVM Models  

• Bow + SVM gave a solid performance with Test AUC of 0.93.  

• Bigram Bow + SVM showed improved performance with Test AUC of 0.95.  

• TF-IDF + SVM also performed well with Test AUC of 0.94.  

• Bigram TF-IDF + SVM performed best among SVMs with Test AUC of 0.94+.  

• Average Word2Vec + SVM gave Test AUC of 0.90, showing decent performance.  

• Skip-gram Word2Vec + SVM slightly better with Test AUC of 0.91.  

• TF-IDF Weighted Word2Vec + SVM models gave lower AUCs around 0.88.  

 

4) Random Forest 

Random Forest classifier is a meta-estimator that fits a number of decision trees on various subsamples of datasets and uses average 

to improve the predictive accuracy of the model and controls over-fitting. In this algorithm, the best estimate hyperparameter for 

max-depth is 25 and the n-estimator is 120. As a result, the Train AUC and Test AUC are below across different vector 

representations. 
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Figure 11.4: AUC Scores of Random Forest Classifier with Different Text Vectorization Techniques 

 

Key Findings – Random Forest Models  

• Bow + Random Forest gave good results with Test AUC of 0.91.  

• Bigram Bow slightly better with Test AUC of 0.92.  

• TF-IDF performed best with Test AUC of 0.92+.  

• Bigram TF-IDF showed similar performance at 0.91+ AUC.  

• Average Word2Vec gave high train AUC but Test AUC dropped to 0.90, suggesting overfitting.  

• Skip-gram Word2Vec improved a bit with Test AUC of 0.91.  

• TF-IDF Weighted Word2Vec models had lower Test AUC around 0.88.  

 

5) Long Short-Term Memory (LSTM) 

LSTM is a type of recurrent neural network (RNN) capable of learning long-term dependencies. It is particularly effective for 

sequence-based tasks like sentiment analysis, as it retains context over input sequences. In this study, LSTM models were trained 

using word embeddings from the Keras Embedding layer to learn distributed representations of words directly from the data. Two 

models were tested with varying LSTM units and dropout values. 

The models were trained using the Adam optimizer and binary cross-entropy loss, with dropout applied after the embedding layer 

and the LSTM layer to reduce overfitting. Below are the configurations and results of the LSTM models across embedded vector 

representations: 

Figure 11.5: AUC Scores of LSTM Classifier with Embedded Word Vectors 

 

Key Findings – LSTM Models 

 Sequence Embedding + LSTM (100 units) delivered the best performance with a Test AUC of 0.9312, outperforming 

traditional vectorization-based models, indicating strong generalization capabilities. 

 Both LSTM models achieved high Train AUC values (~0.99), demonstrating the models’ ability to learn complex patterns in 

the training data. 

 Overfitting was well-controlled using appropriate dropout settings (0.6 at embedding and 0.4/0.5 after LSTM), contributing to 

robust test performance. 

 Model with fewer LSTM units (70) showed slightly lower Test AUC (0.9296) but comparable generalization, indicating that 

even shallower LSTM networks can perform well with regularization. 

 LSTM models surpassed all Random Forest models, including those based on TF-IDF and Word2Vec, in terms of Test AUC, 

proving the strength of deep sequence modelling. 

 The use of Keras Embedding layer allowed the model to learn semantic representations specific to the sentiment classification 

task, enhancing performance over static embeddings like Word2Vec. 
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Figure 11.6: Binary Crossentropy Loss of LSTM Model Across Epochs on Training and Validation Data for LSTM (100) units 

Figure 11.7: ROC Curve and AUC Scores of LSTM Model on Training and Test Data for LSTM (100) units 

 

 

 

 

Figure 11.8: Confusion Matrices of LSTM Model on Training and Test Sets for LSTM (100) units 
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6) Comparison of Features and Classifiers used in the Study 

The figure presents a detailed comparison of AUC scores for several machine learning and deep learning models applied to different 

text feature extraction techniques. Models such as Naive Bayes, Logistic Regression, SVM, and Random Forest were evaluated 

using features like Bag-of-Words, TF-IDF, and Word2Vec variants. Among the traditional models, Logistic Regression and SVM 

performed consistently well, particularly with bigram and TF-IDF-based features, achieving high AUC scores.  

Deep learning models, specifically two versions of LSTM, were evaluated using embedded sequential inputs. LSTM(100) units 

demonstrated the best test AUC score of 0.9312, showing its strong capability to capture sequential dependencies in the text.  

 

 
Figure 11.9: Performance comparison of classifiers used in the study 

 

Overall, the results suggest that while traditional models perform well with hand-crafted features, LSTMs with embedded inputs 

offer superior generalization for sentiment analysis tasks. 

 

XII. CONCLUSION AND FUTURE WORK 

The comparative evaluation of Naive Bayes, Logistic Regression, SVM, Random Forest, and LSTM models reveals diverse patterns 

of performance depending on the vectorization strategy used. Naive Bayes, when used with Bag of Words, showed a reliable Test 

AUC of 0.9036 without overfitting, indicating solid performance in text-based tasks. Logistic Regression excelled when paired with 

bigram TF-IDF vectors, achieving a Test AUC of 0.9615, and also demonstrated high robustness with TF-IDF (0.9546). Although 

Average Word2Vec-based embeddings provided decent results (~0.91, 0.92 AUC), their performance slightly lagged in count-based 

and skip gram based Word2Vec TF-IDF models in this setup. 

SVM models, known for their margin-based classification, delivered strong generalization, especially with bigram TF-IDF (Test 

AUC of 0.9476) and unigram TF-IDF (0.9449), confirming their effectiveness in high-dimensional sparse spaces. Word2Vec-based 

features with SVM also performed well but were slightly behind in Test AUC compared to TF-IDF approaches. 

Random Forest classifiers achieved excellent Train AUCs across the board, indicating strong learning capability, but some 

configurations showed signs of overfitting, particularly with Word2Vec embeddings (Train AUC ≈ 1.0 vs Test AUC < 0.92). The 

best performance from Random Forest was with TF-IDF vectors (Test AUC of 0.9215) and bigram Bow (0.9196), confirming the 

strength of count-based representations in tree-based models. 
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Introducing LSTM, a deep learning model designed for sequence learning, significantly enhanced performance, particularly in 

capturing contextual dependencies and nuanced sentiment expressions. With learned embeddings and dropout regularization, LSTM 

achieved Test AUCs of 0.9312 and 0.9296 for 100 and 70 LSTM units respectively, outperforming all classical models. This 

demonstrates the advantage of deep learning in handling complex sentence structures and long-term dependencies in textual data. 

To push the boundaries further, integrating transformer-based models like BERT could yield even more contextually aware 

predictions due to its bidirectional attention mechanism, which has shown state-of-the-art performance in numerous NLP tasks. 

Expanding the current system to handle multilingual and code-mixed reviews would improve adaptability in global markets. 

Additionally, deploying these models into real-time sentiment analysis dashboards can provide actionable insights to e-commerce 

businesses, enabling dynamic customer feedback analysis, product improvement, and enhanced decision-making. 
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