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Abstract: Millions of citizens worldwide suffer from deaf and hard of hearing (DHH), a communication impairment that makes 

speaking difficult and necessitates the use of sign language. This communication gap frequently hampers access to education 

and opportunities for employment. Although AI-driven technologies have been studied to tackle this problem, no research has 

specifically looked into the intelligent and automatic translation of American sign gestures to text in low-resource languages 

(LRL), such as Nigerian languages. We suggest a unique end-to-end system for translating the American Sign Language, or 

ASL, Our framework uses the "no language left behind" translation model and the Transformer-based model for ASL-to-Text 

generation. converting the text generated from LRL to English. We assessed the ASL-to-Text system's performance. The people 

who participated were able to understand the translated text and expressed satisfaction with both the Text-to-LRL and ASL-to-

Text models, according to a qualitative analysis of the framework. Our suggested framework shows how AI-driven technologies 

can promote inclusivity in sociocultural interactions and education, particularly for individuals with DHH living in low-resource 

environments. To bridge the gap between the non-sign language and hearing/speech impaired communities, sign language 

recognition is crucial. Sentence detection is more useful in real-world situations than isolated recognition of words, yet it is also 

more difficult since isolated signs need to be accurately identified and continuous, high-quality sign data with distinct features 

needs to be collected. Here, we suggest a wearable system for understanding sign language using a convolutional neural network 

(CNN) that combines inertial measurement units attached to the body with flexible strain sensors to detect hand postures and 

movement trajectories. A total of 48 frequently used ASL sign language terms were gathered and utilized to train the CNN 

model. This resulted in an isolated sign language word recognition accuracy of 95.85%. 
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I. INTRODUCTION 

In every aspect of life, effective communication is essential, but it's especially important for those who are hard of hearing or deaf. 

It's critical to close the communication gap between the hearing and non-hearing communities given the rising incidence of hearing 

loss. To address this issue, we introduce a brand-new system that uses machine learning and computer vision to translate American 

Sign Language (ASL) into text format. The goal of this system is to provide the deaf and hard of hearing with an effective and 

convenient way to communicate with the hearing population. Every field recognizes the profound importance of communication, 

which has led scientists to look for methods to close the gap between hearing and deaf people. Nearly 2.5 billion people worldwide 

are predicted to have hearing loss by 2050, with at least 700 million of them needing hearing rehabilitation, according to the World 

Health Organisation. Furthermore, because of risky listening habits, over 1 billion young adults could suffer from permanent, 

preventable-hearing, loss. Many nations and areas have different sign languages in use, with American Sign Language being one of 

the most common. This system uses Media Pipe Holistic Key Points to recognize hand gestures and focuses on ASL. The system 

creates a sign language model to anticipate ASL gestures using an action detection model driven by LSTM layers. This system, 

which combines state-of-the-art technologies and effective algorithms, is a useful tool for improving communication between the 

deaf and hard-of-hearing community and themselves. An electronic device interaction system for ASL translation can be 

implemented almost anywhere, even though it can be difficult to find a sign language interpreter for every interaction 

In the field of artificial intelligence research, computer vision is a framework that is still in its infancy for object detection. Like 

other sign languages, ASL is classified according to region, and this system presents effective methods for identifying hand gestures 

that convey ASL meanings. The system effectively predicts American Sign Language in real-time by using action detection driven 

by LSTM layers and extracting Media Pipe Holistic Key Points. 
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II. LITERATURE REVIEW 

 

Author Problem Methodology Remake 

ThariqKhalid; Riad Souissi Deep Learning for 

Sign Language 

Recognition: 

Current 

Techniques. 

[IEEE] 

(CNN)(RNN) performed well 

with an accuracy 

of 90.3%The 

recognition rate 

of CNN was 

91.33%,  

Abhishek wahane, Aditya 

Kochari, Aditya Hundekari 

 

Real-Time Sign 

Language 

Recognition using 

Deep Learning 

Techniques 

(IEEE)-2022 

(CNN), machine 

learning Algorithms 

This module 

leverages 

Google’s 

Inception v3-for 

transfer learning 

and gives an 

accuracy of 

89.91% 

Teena Varma, 

Ricketa Baptista 

Sign Language 

Detection using 

Image Processing 

and Deep Learning 

(IJERT)-2020 

(CNN) During the live 

capture testing, 

the Canny edge 

algorithm with 

accuracy 98% 

Sakshi Sharma & Sukhwinder 

Singh 

Recognition of 

Indian Sign 

Language (ISL) 

Using Deep 

Learning Model 

 

(CNN)  three datasets 

have been used 

and the achieved 

accuracy is 

92.43, 88.01, 

and 99.52% 

Rameshbhai Kothadiya, 

Chintan Bhatt 

Sign Language 

Detection and 

Recognition Using 

Deep Learning 

(MDPI) 

LSTM-GRU-RNN-

CNN 

LSTM followed 

by GRU, 

achieves an 

accuracy of 97% 

Reddygari Sandhya Rani, R 

Rumana ,R. Prema 

Sign Language 

Recognition for 

The Deaf and 

Dumb 

(CNN)(RNN), 

machine learning 

achieved final 

accuracy of 

92.0% on our 

dataset 

 

III. METHODOLOGY 

A. Data Collection 

An extensive and varied collection of hand gestures that represent Indian Sign Language is needed to develop the Sign Language to 

Text conversion system. The Media Pipe library and a webcam are used to gather this dataset. Key points can be placed on the user's 

hand and hand gestures can be tracked in real time with the help of the Media Pipe library. The hand gestures are recorded by the 

webcam and saved as data-samples-for-the-dataset. The machine-learning model that is in charge of identifying the hand gestures 

and translating them into text is trained and tested using the data that has been gathered. To guarantee the system's resilience and 

precision, it is crucial to gather a varied and inclusive dataset that encompasses an extensive array of hand motions and hand 

movement variations. To guarantee that it appropriately represents Indian Sign Language, the dataset is updated regularly and data 

collection is ongoing. We can gather high-quality data samples to create a reliable and accurate Sign language-to-text conversion 

System with the aid of the Media Pipe library and webcam. 
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B. Data Pre-Processing 

To develop the Sign Language to Text Conversion System, pre-processing the hand gesture images is a crucial step. Preparing the 

images for the machine learning model serves the purpose of facilitating the model's ability to recognize hand gestures and convert 

them into text. The pre-processing stage involves resizing, normalising, and transforming the hand gesture images so that the 

machine learning model can use them as input. To make processing the images easier for the model, they are resized to a standard 

size. The purpose of the normalization step is to eliminate any discrepancies in the background, lighting, or colour of the pictures 

that might harm. 

Besides normalization and resizing, to make sure the model has a consistent view of the hand gestures, the images may also go 

through a transformation process like cropping or rotation. This facilitates the model's ability to identify the hand gestures and 

lowers-the-variance-antedate. The pictures are prepared for use in training and testing the machine-learning model after the pre-

processing stage is finished. The model can recognize and translate hand gestures into text with high accuracy because the pre-

processed images give it the information it needs to learn the relationship between the hand gestures and the corresponding text. 

Preprocessing enables the Sign Language to Text Conversion System to function as an effective tool for deaf and dumb people to 

interact with one another. 

 

C. Labelling Text Data 

An essential first step in creating the Sign Language to Text Conversion System is labelling the hand gestures. This step involves 

giving a label to each hand gesture in the dataset that corresponds to the word or phrase it represents. Labelling is an important step 

because it gives the machine learning model the information it needs to identify and interpret hand gestures into text. The labels for 

the hand gestures are made in compliance with the standard terminology and grammar used in Indian Sign Language, drawing 

inspiration from this language. An expert in Indian Sign Language assigns the labels, making sure they are accurate and consistent. 

Although the labelling process is done manually, it can also be partially automated with the use of computer vision techniques. The 

hand gestures can be used to train and test the machine learning model after they have been labelled. The model can recognize and 

translate hand gestures into text with high accuracy because the labelled data gives it the information it needs to learn the 

relationship between the hand gestures and the corresponding text. The Sign Language to Text Conversion System is an effective 

tool for assisting deaf and dumb people in communicating with others when it is labelled appropriately. 

 

D. Training and Testing 

The pre-processed images of hand gestures and the associated text labels are fed to the model during the training phase. With the use 

of this data, the model learns how the hand gestures relate to the text, and as it processes more data, it updates its parameters. 

 

E. Dataset 

The deep learning sign language to text conversion model was trained and tested using the 87,000-image ASL (American Sign 

Language) dataset. There are 29 in this dataset.  

labels (A..Z, space, delete, nothing), and the letter A in the alphabet corresponds to 0 for training purposes, B to 1..., and little to 28.  

By reducing the image size to 64 by 64, the training process could be accelerated without sacrificing the fine details of the photos. 

After the data were loaded into the NumPy array, they were scaled down between the values 0 and 1 to prevent the explosion of 

gradients issue that is commonly encountered in CNN and transfer learning. The image processing steps are illustrated in Fig. 1. 
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Fig-1: Dataset collections 

 

IV. CNN ARCHITECTURE 

 
Fig: CNN working Model 

 

V. SIGN LANGUAGE TO TEXT CONVERSION APPLICATION: 

A. Sequence Diagram 
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Fig-2: sign language application 

 

VI. RESULTS AND CONCLUSION 

We tested if our model was overfitting using cross-validation. Overfitting occurs when a model fits training data well but is unable 

to generalize and generate accurate predictions for new data. Two sets of data were created: a training set and a validation set. The 

validation set was used to evaluate the model's performance after it had been trained using the training set. The model has a 98.7 per 

cent accuracy rate on the validation set and a 98.8 per cent accuracy rate on the training set. 

This means that on fresh data, the model ought to perform with an accuracy of 98.7%. There is a 0.35% loss in the model. As shown 

in Fig. 3, the train and validation losses decreased with 
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Fig:3 Train and Test accuracy 

 

VII. CONCLUSION 

In this work, we have introduced a deep learning model that, when compared to the current CNN model, demonstrated a notable 

improvement and provided a high accuracy based on the Transfer Learning concept. We identified the flaws in the current deep 

learning models and created a new one. The accuracy of the model presented in this paper was 98.7%, an increase of more than 4%. 

This was made possible by the application of ImageNet weights and VGG16 transfer learning. Additionally, the model's accuracy 

was increased by carefully experimenting until the ideal hyperparameters were found. The picture must be resized to 64 by 64 

pixels. Additionally, we have suggested an application's architecture that is designed for simple 

 

VIII. FUTURE SCOPE 

The American sign is used to train this deep learning model. language dataset, we can attempt to broaden the scope of this model by 

training it on British sign language, Indian sign language, collection, etc. Furthermore, we assumed that the background of the 

image on which the prediction would be made would be smooth; this can be enhanced by employing augmentation techniques to 

add some noise to the image. 
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