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Abstract: "SignoSpeak: Bridging the Gap" is an innovative software research aimed at transforming communication for the 

hearing-impaired. It converts sign language to text in real-time, breaking down communication barriers effectively. Besides text 

conversion, SignoSpeak interprets various gestures, enabling users to express their thoughts vividly. By translating hand and 

body movements into text and audio, it enriches communication and information conveyance. This device acts as a crucial link 

between sign language and written language, benefiting those dependent on sign language. Additionally, its ability to recognize 

gestures fosters inclusive cross-cultural communication. SignoSpeak signifies a significant milestone in promoting inclusivity 

and meaningful interaction for the hearing-impaired. Its potential lies in revolutionizing global communication norms and 

understanding the unique needs of individuals with hearing impairments. 

Keywords: CNN (Convolutional Neural Network), Cross-cultural communication, Hand Gestures, Hearing-impaired, Real-time 
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I. INTRODUCTION 

American Sign Language (ASL) is essential for Deaf and Dumb (D&M) individuals who cannot use spoken language for 

communication. ASL employs hand gestures, facial expressions, and body movements to convey meaning effectively. Unlike 

spoken languages, ASL is not universal and varies by region. The main objective of the research is to translate sign language to text 

language [3]. Efforts to bridge the communication gap between D&M and non-D&M individuals have become essential for 

ensuring effective interaction. Sign language is a visual language and consists of three major components: 

 

                                                                         TABLE I.  Major components of visual language 

Finger Spelling World Level Sign 

Vocabulary 

Non-manual features 

Used to spell words letter by 

letter. 

Used for the majority of 

communication. 

Facial expressions and tongue, 

mouth and body position. 

 

Depth sensors enable us to capture additional information to improve accuracy and/or processing time. Also, with recent 

improvement of GPU, CNNs have been employed to many computer vision problems. Therefore, we take advantage of a depth 

sensor and convolutional neural networks to achieve a real-time and accurate sign language recognition system [4]. In order to 

overcome the gap in communication caused by the difference in modes of communication, an interpreter is necessary to reduce the 

confusion. This research is an attempt to ease the communication between deaf and normal people. Sign language translation, a 

burgeoning area of research, facilitates natural communication for those with hearing impairments. A hand gesture recognition 

system provides deaf individuals with the means to communicate with verbal individuals independently, eliminating the need for an 

interpreter. Our research centres on developing a model that can accurately recognize Fingerspelling-based hand gestures, enabling 

the formation of complete words through the combination of each gesture. The gestures we aim to train are as given in the image 

below.  

 
Fig. 1 ASL Hand gestures 
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II. THEORETICAL FRAMEWORK 

A. Data Collection 

In our research, initial attempts to find suitable datasets proved unsuccessful, as available datasets were not in the required raw image 

format but rather in RGB values. Consequently, we opted to create our own dataset using the OpenCV library. In order to generate the 

dataset, collect various images of hand signs for that here we use open computer vision (open cv) library in python to detect objects. 

First, we have to capture images for training and testing purpose we can capture those images through the webcam of the system[2]. 

The process involved capturing approximately 100 images for each of the ASL symbols A, B, and C, ensuring the dataset met 

our specific needs. 

 
Fig. 2 Sign Recognition 

 

B. Data Preprocessing 

Video to Image Conversion is a pivotal step in sign language recognition, involving the extraction of frames from videos to produce 

still images, which are indispensable for training recognition models. Image quality is refined by denoising, contrast adjustment, and 

resizing, tailored to the specific needs of the dataset we captured around 800 images of each of the symbol in ASL for training 

purposes and around 200 images per symbol for testing purpose. First, we capture each frame shown by the webcam of our machine. 

In each frame we define a region of interest (ROI) which is denoted by a blue bounded square as shown in the image below. From the 

whole image we extracted our ROI which is RGB and convert it into grey scale Image. Finally, we apply our gaussian blur filter to 

our image which helps us extracting various features of our image[17]. Features extracted from the images are meticulously labeled 

with corresponding sign language glosses or spoken language translations, serving as target outputs for training and evaluating model 

accuracy. Apply Gaussian Blur filter and threshold to the frame taken with open cv to get the processed image after feature 

extraction[2] Accurate hand detection and landmark identification precede dataset augmentation, where techniques like rotation, 

translation, and flipping diversify hand poses. Extracted features are labeled with sign language glosses or translations, aiding 

supervised learning. These labeled datasets form the basis for training and evaluating sign language recognition models, ensuring 

reliable communication accessibility for users, and highlighting the importance of video-to-image conversion in system development. 

These meticulous processes culminate in a successful video-to-image transformation, ultimately enhancing accessibility and 

facilitating improved communication for users worldwide. 

 
Fig. 3 Process flow 
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C. Train Model 

Then we build a random forest classifier for hand gesture recognition task. It loads previously extracted hand landmark data, splits it 

into training and testing sets, trains a random forest classifier, evaluates its accuracy and saves the trained model to a file. Pickle 

module is used to load and save python objects as serialized binary data. Scikit-learn is used for building and evaluating the random 

forest classifier, as well as for splitting the dataset. Numpy is used for numerical operations. Split the data into training and testing sets 

using scikit-learns train_test_split function. Here 80% of the data is used for training (x_train, y_train) and 20% is used for testing 

(x_test, y_test) the stratify parameter ensures that the class distribution is preserved in the split. The user shows a hand gesture of any 

word based on the gesture language the data which is being provided in the model and also used for the testing the model [2]. 

Serialize and save the trained random forest model to a file called ‘model.p’ using pickle. This allows to use the trained model for 

inference without retraining it.  

 

D. Testing 

Utilizing a pretrained model, a neural network previously trained on extensive datasets, we classify hand gestures captured in real-

time via a webcam using the MediaPipe library. We convert our input images (RGB) into grayscale and apply gaussian blur to 

remove unnecessary noise. We applied adaptive threshold to extract our hand from the background and resize our images to 128 x 

128. We feed the input images after preprocessing to our model for training and testing after applying all the operations [17]. Our 

model actively captures frames from the webcam feed, effectively pinpointing hand landmarks through advanced algorithms 

integrated within the MediaPipe framework. Subsequently, based on the detected landmarks, the model makes predictions regarding 

the specific gestures being performed. When the user shows a gesture of any specific letter, then the model recognizes the gesture 

[2]. This prediction process occurs instantaneously, allowing for swift and accurate recognition of gestures as they unfold in real-

time. The culmination of this process is the immediate display of the recognized gestures, providing users with timely and 

actionable feedback regarding their hand movements. 

 

III.  LITERATURE REVIEW 

1) Paper I: Conversion of Sign Language into Text Using Machine Learning Technique [8] 

This study introduces a novel approach to address communication barriers encountered by individuals who are deaf or dumb, 

focusing on converting hand gestures into text utilizing Convolutional Neural Networks (CNN). Given the fundamental importance 

of communication, particularly for those with hearing impairments, sign language serves as a vital means of expression. However, 

the absence of interpreters often hinders effective communication. The proposed methodology involves capturing hand gestures via 

camera using OpenCV and processing them through a CNN model, which includes convolution and pooling layers for feature 

extraction, followed by classification through fully connected layers and a Softmax output layer. The incorporation of a diverse 

dataset enhances the accuracy of the model. This innovative system aims to improve communication and foster inclusivity for 

impaired individuals by harnessing machine learning techniques and advanced image processing methodologies. 

 

2) Paper II: Conversion of Gesture Language to Text Using OpenCV and CNN[3]  

This study proposes an intuitive application to bridge communication gaps for deaf and mute individuals by translating hand 

gestures into text efficiently. Through the utilization of convolutional neural networks and machine learning algorithms, the system 

captures gestures via webcam and converts them into alphabets and words, fostering easy comprehension. A user-friendly interface 

enhances accessibility, featuring automatic spelling correction facilitated by Python libraries. By customizing a dataset with 

OpenCV to gather hand sign images and applying Gaussian blur for feature extraction, the system ensures robust gesture 

classification. Training the TensorFlow model involves preprocessing input images and testing for accuracy, with subsequent finger 

spelling implementation refining letter prediction based on gesture counts. With a final accuracy of 98.0% in real-time American 

Sign Language recognition, this innovative approach promises to revolutionize communication accessibility for the deaf and mute 

community globally. 

 

IV.   METHODOLOGY 

Our application addresses system constraints by capturing webcam gestures and translating them into text using convolutional 

neural networks and machine learning algorithms. Through a user-friendly interface, it incorporates auto-correction functionalities 

via Python libraries for accurate gesture-to-text conversion. This comprehensive approach ensures seamless communication, 

enabling individuals unfamiliar with sign language to understand gestures effectively.  
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This comprehensive approach promises to enhance usability and efficiency in overcoming existing constraints. TensorFlow has an 

inbuilt function to calculate the cross entropy [9].  Additionally, the inclusion of word spell correction functionality enhances the 

precision of the model, rectifying potential errors and further refining the clarity of the conveyed message. By offering advanced 

features and robust functionality, our model enhances the communication experience for all users. The system is a vision-based 

approach. All the signs are represented with bare hands and so it eliminates the problem of using any artificial devices for 

interaction [17]. CNNs are inspired by the visual cortex of the human brain. The artificial neurons in a CNN will connect to a local 

region of the visual field, called a receptive field. This is accomplished by performing discrete convolutions on the image with filter 

values as trainable weights. Multiple filters are applied for each channel, and together with the activation functions of the neurons, 

they form feature maps. This is followed by a pooling scheme, where only the interesting information of the feature maps are pooled 

together [6]. 

 
Fig. 4 Gesture detection process 

 

Through these comprehensive features, the model contributes significantly to bridging communication gaps and facilitating 

seamless interaction for users with hearing impairments. PCA is a technique that allow to represent pictures as points during a low-

dimensional space. If every image consists of 32x32 pixels whose values vary from zero to 255, then every image defines some 

points in 1024-dimensional space. If one tends to grab a sequence of pictures representing a gesture then this sequence can generate 

a sequence of points in space However, this set of points can sometimes lie on a low-dimensional sub-space inside the world 1024D 

space. The PCA algorithmic rule permits us to search out this sub space that sometimes consists of up to three dimensions. This 

enables us to examine the sequence of points representing the gesture [1]. 

 
Fig. 5 Recognizing Alphabets 
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Fig. 6 SignoSpeak website 

 

V. RESULT 

In this research, a functional real time vision based American sign language recognition for Deaf and Dumb people have been 

developed for asl alphabets. We achieved final accuracy of 95.7% on our dataset. We are able to improve our prediction after 

implementing two layers of algorithms in which we verify and predict symbols which are more similar to each other. This way we 

are able to detect almost all the symbols provided that they are shown properly, there is no noise in the background and lighting is 

adequate. 

VI.  CONCLUSION 

In our ongoing endeavour to enhance our sign language to text conversion system, we are dedicated to achieving unparalleled 

accuracy and precision through continuous refinement and optimization. We are expanding our dataset comprehensively to 

encompass a wide range of gestures, expressions, and languages, ensuring the robustness and adaptability of our system. 

Embracing a global perspective, we are integrating additional sign languages to promote inclusivity and accessibility across 

diverse linguistic and cultural backgrounds. Our focus also extends to developing a user-friendly interface that prioritizes 

accessibility, facilitating seamless interaction for users. As we progress, we remain committed to leveraging cutting-edge 

technologies to perfect our model, with the ultimate goal of empowering the global sign language community. Through our 

efforts, we aim to make a significant impact on individuals who rely on sign language as their primary means of communication, 

fostering more effective and expressive interactions worldwide. Our model provides 95.7 % accuracy for the 26 letters of the 

alphabet and 10 numeric digits. 
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