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Abstract: This review paper aims to underscore the significance of inclusive technology in enhancing the lives of individuals with 
visual impairments and examine how smart wearable glasses are considered a potential solution for addressing challenges related 
to object detection. The blind community faces several obstacles in a world where visual information is dominant. The study 
examines the body of research on smart glasses and emphasizes how object recognition helps to improve spatial awareness. It 
highlights the revolutionary effect of these gadgets in promoting independence and enhancing accessibility for blind people by 
summarizing recent research. This succinct assessment seeks to add to the existing methods of inclusive technology by high-
lighting the exciting possibilities of smart glasses in empowering the blind population. 
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I.      INTRODUCTION 
Visual impairment is a severe disability that affects around 2.2 billion people worldwide. To add to this known problem, 90% of these 
people belong to the economically weaker sector. The known comprehensible solution is about 3000$, which is approximately 
2,50,000Rs, only affordable to some challenged people. To improve daily functioning, creative solutions are required. Visual im-
pairment is an emerging public health concern since it makes it difficult for people to recognize faces and navigate barriers. This is 
according to the data from the World Health Organization. With technology developing at a breakneck pace, we have a unique chance 
to use innovation to improve the quality of living for those who are blind or visually impaired. 
This review paper is focused on creating smart glasses that are tailored for those who are blind or visually challenged, with an em-
phasis on the feature of object recognition. Existing smart glasses integrate the following technologies to offer real-time support: the 
YOLO algorithm, ultrasonic sensors, OCR detection, and devices that use cameras and Raspberry Pi. The main objective is to close 
the gap between the world and the unique requirements of visually impaired people, promoting independence and improving their 
quality of life. This paper explores the current creation and design of these smart glasses, highlighting how they could improve social 
interaction and safety for a population with vision disabilities. 
 

II.      ASSISTIVE DEVICES: TECHNOLOGY DEVELOPMENT FOR THE VISUALLY IMPAIRED 
A. Smart Cane 
The Smart Cane (Figure 1.) integrates obstacle detection via ultrasonic sensors and geolocation capabilities, transmitting location 
coordinates to an MQTT Broker. The system alerts the user through a vibrotactile system when obstacles are detected, with the vi-
bration intensity corresponding to the obstacle's proximity. Additionally, it navigates by detecting and recognizing color lines, guiding 
the user audibly. Real-time audio alerts are generated based on detection and navigation data. This multifunctional device enhances 
safety and mobility for visually impaired individuals by providing timely feedback and guidance in various environments. 
 

 

 

 

 

 

 

 

 
Figure 1: Smart Cane – Project [Ref no. 23] 
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B. Smart Glove 
The Smart Glove (Figure 2.) comprises an Interface Module and an Identification Module. The Interface Module utilizes an RFID tag 
to access audio information stored in an SQLite database, providing details about objects and people within the environment. The 
Identification Module employs an infrared (IR) circuit to detect and translate object information, facilitating interaction with objects. 
The Smart Glove's autonomous operation relies on its internal database containing data from 100 objects. Updates are currently done 
via USB, but future versions may integrate wireless capabilities. The IR transmitter module on objects emits unique signals, while the 
Smart Glove's IR receiver scans and identifies objects, delivering audio information to the user. An algorithm translates object details 
into audio, potentially reducing processing costs associated with manual database entry and audio file creation. Efforts to streamline 
this process are essential for enhancing the Smart Glove's efficiency and usability. 

 
Figure 2: Smart Glove [Ref no. 23] 

 
C. Smart Cap 
The Smart Cap (Figure 3.) features four distinct modules: fall control, Detection, UV, and Geolocation. Falls control utilizes a 
wearable sensor to detect sudden falls and alerts pre-registered contacts via GPRS. The Detection module employs ultrasonic sensors 
to identify obstacles and issue alerts through a vibrotactile system.  

 
Figure 3: Smart Cap [Ref no. 23] 

 
The UV module, integrated with an Arduino Nano and UV sensor, warns users about radiation levels using a buzzer. Geolocation, 
powered by an A9G module, facilitates location tracking within and outside university premises via Google Maps API. These modules 
operate independently but integrate at the interface level, offering real-time alerts and environment data accessible to users and their 
contacts for enhanced safety and monitoring. Communication and data transmission is facilitated through the A9G module's support 
for MQTT protocol, ensuring seamless integration into IoT applications. 
 
D. Smart Glass 
The smart glass (Figure 4.) device's input is the detection from the Ultrasonic Sensors and the images captured by the camera on the 
glasses. This is given as input to the Raspberry Pi through the GPIO Pins, after which the processor processes the obtained data. 
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This obtained data is processed, and text is converted to speech. The output obtained is heard by the earphones of the 
sight-impaired/challenged person. A power supply usually backs up the Raspberry Pi Processor.  

                                
                                        Figure 4: General Block diagram of Smart Glass. 
                                      

III.      LITERATURE REVIEW 
Mr. Harisha G C [1] Capturing images and converting them to text are included in the image processing method. Optic character 
recognition is the approach used for image processing. Optical character recognition takes pictures or scans them and then transforms 
them into text or readable format to be processed further. The picture OCR-captured images can have any resolution. A static image is 
captured using the image processing approach with assistance from the camera. The Raspberry Pi uses the camera as its eye. The 
Raspberry Pi can be linked to the camera using cable assistance. To take the picture, we utilized a Raspberry Pi camera. Following a 
successful connection, the picture is obtained with the aid of the OCR-programmed Tesseract. We are utilizing Tesseract OCR, which 
is compatible with the Raspberry Pi and can mainly comprehend English. The Tesseract Orc is available as an open-source library. 
Tesseract-ocr—a command line OCR—captures an image using a single button press. The picture can be stored in the.png or.jpeg file 
formats. The captured image is converted to text format on the Raspberry Pi and saved with the aid of the Python Tesseract OCR 
package. The text is transformed and is used as the input to the TTS system, which reads it aloud. The text images are captured using 
the built-in camera. The camera being utilized determines the clarity of the picture that is captured. We are utilizing the camera on the 
Raspberry Pi. 
Mr. Rampur Srinath and Mr. Suhas Bharadwaj R [2] The pi-camera is where the input is initially obtained. The live video stream will 
be provided to the Raspberry Pi model, which is utilized as input. For the model to identify obstacles, it must first be trained using 
images of objects. Additionally, data augmentation must be performed for those objects, which entails creating fake data from the 
already available dataset. The model here is a balanced fit. This will enable blind people to decide the course of action when en-
countering obstacles. Here, a deep learning model is being used and will be trained to utilize a unique collection. Robo flow was used 
to build those datasets. It offers a range of solutions that enable the modelling of multiple datasets and the execution of diverse data 
augmentation processes. This model would be fed input video feeds, which it would then analyze to determine if the images it detects 
are objects. We use Porch and YOLO v5 to perform prediction and other tasks. The model's output is given into the Pyttx3 model, 
transforming it from text output into speech output. 
Dr. B. Sudharani [3] The primary goal of this project is to help those who are visually impaired—not to provide exact assistance, but 
to enable them to become more independent and live easier. The glasses we will be utilizing for this project have a camera on them so 
they can take images. Glasses can identify each object and recognize images in the pictures. It can measure the separation between 
every object and the blind person. Transformation of the patron will be able to hear the voice-activated collected image information 
via headphones that assist blind people to recognize the person in front of them. 
It will also notify the user if the thing is far away or very close to him. In this project, persons are detected using an ultrasonic sensor. 
When it finds a person, it takes a picture and searches the pre-established database. The individual's name will be displayed as a voice 
over an earphone if the image matches; otherwise, it will say " unknown person. " 
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A. Narmada [4] implemented a prototype of An intelligent glove that emerges as a promising solution for individuals with visual 
impairments, empowering them to enhance their detection capabilities and track objects in their vicinity. The system utilizes a 
Raspberry Pi as the central processing unit, integrating a camera, ultrasonic sensor, speakers, buzzer, and micro-vibrating motor. 
Object detection and tracking are achieved using a Deep Neural Network (DNN) implemented in OpenCV. The system successfully 
recognizes various objects and displays their names, providing real-time feedback to the person via speakers. Additionally, obstacle 
detection using the ultrasonic sensor triggers alerts, enhancing user safety. In future iterations, integrating a GPS module could en-
hance the system by providing location-based information and navigation assistance. Speech recognition capabilities could also be 
incorporated to enable hands-free operation, further improving the user experience. Optimizing the system for faster object detection 
and tracking, potentially leveraging high-performance graphics processing units (GPUs), would contribute to real-time responsive-
ness. Overall, the proposed smart glove demonstrates significant potential for assisting visually impaired individuals in navigating 
their surroundings independently. 
Aisha Abdulatif [ 5] proposed a smart glasses robot for blind people that employs Haar-cascade, LBPH, YOLO, and OCR algorithms 
implemented through Python programming on Raspberry Pi. The methodology involves face detection, person identification, object 
recognition, and text-to-speech conversion using the respective algorithms. The system demonstrated promising accuracy and pro-
cessing speed results for varying faces, objects, and word datasets. Enhancing accuracy by integrating advanced machine and deep 
learning algorithms is recommended for future scope. Additionally, continuously refining existing algorithms and exploring newer 
technologies could improve the smart glasses' capabilities. Incorporating user feedback and considering real-world challenges will 
contribute to the ongoing development of this assistive technology, making it more effective and user-friendly. Moreover, potential 
expansions into other functionalities to address the diverse needs of the sight-impaired community can be explored. 
Mr. Mukhriddin  Mukhiddinov and Mr. Jinsoo Cho [6] propose an innovative glass system for blind and visually limited individuals. 
The smart glasses capture real-time images and send them to a high-performance artificial intelligence server. The processing involves 
deep learning models for enhancing low-light images, detecting objects, extracting salient objects, and recognizing text within the 
images. Results, including audio feedback and tactile graphics, are sent back to the user through the smartphone, ensuring efficient 
processing and communication. The future work focuses on advancing the innovative glass system by leveraging evolving GPU 
technology and optimizing deep learning models. Exploring enhancements in sensory inputs, such as incorporating additional envi-
ronmental sensors, can further improve system efficiency. Integrating innovative features, like expanded object categories for 
recognition, can broaden the system's applications. Ongoing efforts should prioritize real-time performance improvements, explore 
energy-efficient solutions, and enhance user experience to create a more seamless and accessible solution for individuals with visual 
impairments. 
Mr. Yirun Wang and Mr. Xiangzhi Tu [7] The Raspberry Pi ZREO, Oak-D-Lite depth camera, bone conduction headset, and other 
essential parts make up the arrangement. The OcK-D-Lite depth camera takes the picture, and the ESP32 microcontroller in the 
camera controls the VPU unit to preprocess the picture. Following the transmission of the preprocessed findings to Raspberry Pi 
ZREO, related voice matching is carried out. Finally, the ZREO speech module for Raspberry Pi is called a bone conduction earpiece 
and is utilized to provide corresponding speech output. To analyze obstacle avoidance and edge detection data for the obstacle 
avoidance module and the zebra crossing edge detection module, the training model is burned into the ESP32. Corresponding voice 
matching is performed when impediments ahead and the zebra crossing edge are identified; ultimately, the voice module is called for 
the corresponding voice output. The shell of the glasses in this system is made of ABS engineering plastic. After examining the 
wearing force, silica gel gaskets are inserted in strategic contact points to improve. The batteries and raspberries are arranged sym-
metrically to guarantee the wearer's comfort and slide resistance.  
Dr Vani Priya C H [8] suggested that Smart Glasses for Visually Impaired People use a complete, Requirements-Based methodology. 
Understanding visually challenged people's problems and identifying suitable technologies contribute to the gathering process. A 
Literature Review examines existing studies on smart glasses, obstacle detection, and facial recognition. System Design comprises 
developing the smart glasses system using Raspberry Pi, Pi Cam, Ultrasonic Sensor, and Haar Cascade Algorithm. Hardware im-
plementation includes Raspberry Pi, Pi Camera, and Ultrasonic Sensor. The software implementations include OpenCV for facial 
recognition, Espeak for voice output, and IoT functionality. Testing verifies that obstacle detection, facial recognition, and voice 
output work correctly and reliably. Result Analysis assesses the effectiveness of implementation. The conclusion summarises the data 
and examines the potential influence on visually hindered people. 
Mr. N.M. Ramalingeswara Rao [9] Aims to support visually handicapped people by using image processing, OCR, and TTS con-
version, including capturing photos and translating the text into audio feedback. Raspberry Pi camera and Tesseract OCR software for 
English text conversion are what help with image processing and OCR.  



International Journal for Research in Applied Science & Engineering Technology (IJRASET) 
                                                         ISSN: 2321-9653; IC Value: 45.98; SJ Impact Factor: 7.538 
                                                         Volume 12 Issue IV Apr 2024- Available at www.ijraset.com 

     

 
5521 ©IJRASET: All Rights are Reserved | SJ Impact Factor 7.538 | ISRA Journal Impact Factor 7.894 | 

 

Color conversion and thresholding are examples of image preprocessing procedures for effective OCR. Festival TTS on Raspberry Pi 
is utilized for text-to-speech conversion, with audio generated via an inbuilt audio connection. The Raspberry Pi, camera, switch, 
speaker, and ultrasonic sensor for obstacle detection are all shown in the given block diagram. Ultrasonic smart glasses detect ob-
structions in real-time and offer safety features. The results reveal effective obstacle detection and text recognition on objects, books, 
or papers. Finally, technology assists visually impaired folks by employing image processing, OCR, and TTS and adding safety 
features via ultrasonic. 
Mr. K. Sundar Srinivas [10] Through obstacle detection and face recognition, the electronic device aims to assist visually challenged 
persons in social interactions. Ultrasonic sensors are used as transceivers in pairs to measure the separation between visually chal-
lenged people and obstacles. Face recognition technology uses a person's face to identify them, which is an essential feature for dif-
ferentiation. Four components are used in the system block diagram: Raspberry Pi 3, Ultrasonic sensor, Pi camera, and headphones. 
The camera module, push button, power supply, and earbuds are all included. The testing of smart glasses for facial recognition and 
obstacle detection has been effective, offering visually impaired people a portable, affordable option. The gadget acts as a walking aid, 
runs off internet access, and speaks to users to alert them to obstacles. Plans call for adding ultrasonic sensors to identify obstacles, 
which will help blind people navigate society more confidently and with more navigation. 
 

IV.      DISCUSSION 
This section gives an overview of the comparison of existing methods assistive devices for visually impaired people. 

Table 1. Comparison of existing methods (Outcome of literature review) 
REFERENCE  METHOD RESULT FUTURE SCOPE DRAWBACK 

1 Tesseract OCR,  
TTS 

obstacle detection. Object recognin-ion. Image and lan-
guage limitations. 

2 YOLO v5, 
Pytorch. 

Successful  v5, 
trained with a da-
taset. 

Sensors,   models, 
and GPS. 

Limited infor-
mation. 

3 OpenCV, 
NumPy for array 
operation. 

We are capturing 
live images. 

Power management. Cost-effective. 

4 OpenCV 
speak for obsta-
cle detection 

Effective captur-
ing of images  

Capability, power 
optimization 

Lack of explicit 
mention 

5 AI, Deep 
Learning Mod-
els. 

effective in navi-
gation and recog-
nition 

small object detection. Image pixel val-
ues. 

6 TTS, and 
YOLOv3 

Successful 
OCR accuracy at 
87%. 

video input, 
hand-written notes 

Accuracy limita-
tions 

7 GPS, voice 
broadcast-sting 

accuracy based on 
testing 

better  recognition Limited accuracy 

8 OpenCV, obsta-
cle detection 

Cost-effective face 
recognition 

Integration of ad-
vanced AI, battery 
optimization 

Cost usability 

9 Deep learning, 
CNN 

multiple sensors navigation assistance complexity 

 
10 

Open CV, 
Python 

Successfully test-
ed 
RTI 

Voice output en-
hancement 

More effect 
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1) The papers reviewed covers various approaches to image processing, object detection, and recognition. These papers generally 
employ technologies such as Tesseract OCR, YOLO v5, Pytorch, OpenCV, gTTS, and deep learning models.  

2) They succeed in obstacle detection, object recognition, and navigation assistance. However, common challenges include image 
and language process limitations, information gaps in certain studies, and the need for accuracy improvement. 

3) Some papers emphasize the potential for cost-effective enhancements, while others focus on power optimization and complexity 
issues. Future scopes involve addressing accuracy limitations, improving cost usability, and handling diverse image scenarios.  

4) Despite their successes, each paper faces unique drawbacks, such as limited information, accuracy constraints, and complexity 
challenges.  

5) The collection reflects a diverse landscape of methodologies, results, and future directions in image processing and recognition. 
 

V.      CONCLUSIONS 
The research concludes by thoroughly examining how smart glasses may significantly improve the lives of people with vision im-
pairments and highlighting the importance of inclusive technology. To improve object detection and recognition, the article addresses 
several methods that use technologies, including Raspberry Pi, cameras, ultrasonic sensors, and OCR. By encouraging independence 
and raising living standards, these advances seek to close the gap between the vision impaired and the visually privileged. The liter-
ature review demonstrates the versatility of smart glasses in solving the particular issues encountered by the blind community by 
highlighting the various methodologies, ranging from image processing and facial recognition to real-time object tracking. The studies 
highlight how technology helps visually hinder people with safety, social engagement, and spatial awareness. Even with these de-
velopments, the evaluation notes that more research and development are required to guarantee a flawless user experience, increase 
item categories, and maximize real-time performance. 
This review's investigation of smart glasses offers a potentially fruitful path toward empowering blind people, highlighting the fas-
cinating prospects of inclusive technology for a more open and self-sufficient future. 
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