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Abstract: Utilizing embedded systems like Raspberry Pi and camera modules, there has been an increase in interest in developing 
smart luggage tracking systems in recent years. Travelers will be able to track and monitor their bags in real-time with the help 
of these gadgets, allowing for a safer and more convenient vacation. This research paper describes the design and development 
of a smart luggage monitoring system that makes use of a Raspberry Pi and a tracking camera module. The essay also examines 
the challenges and limitations of implementing such a system and suggests workable solutions. According to the study's results, 
the proposed system can successfully track luggage, reducing the likelihood of loss or theft while also improving travellers’ 
overall travel experiences. 
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I. INTRODUCTION 
The development of advanced technology has greatly improved the travel industry, increasing comfort and convenience for 
passengers. One of the most common problems faced by travellers is carrying heavy luggage. This can make the travel experience 
stressful and exhausting. To address this problem, a team of researchers developed a smart luggage system that leverages state-of-
the-art technologies such as Raspberry Pi and camera modules to provide an innovative and practical solution. 
The intelligent luggage system has an automated decision-making engine that uses sensors to gather data about user movements. 
Data is processed using a Raspberry Pi to send messages to the luggage's motors and wheels, allowing for automated tracking of the 
user. This eliminates the need for users to lift and carry heavy luggage, making travel more comfortable and convenient. 
The system's mobile control feature allows users to manually control their luggage via a mobile app, giving them greater control 
over their luggage. This further enhances the user experience and offers a more personalized and convenient travel experience. 
The Smart Luggage System is lightweight, durable and easy to use, making it suitable for a variety of travel scenarios. Furthermore, 
the system can be adapted to different user preferences and requirements. B. Adjust the baggage speed, change the following 
distance, or set a different target for the camera module. In addition, the intelligent luggage system uses advanced sensors and 
algorithms to ensure the luggage follows the user smoothly and precisely, avoiding collisions and ensuring safety. The system is also 
energy efficient as it uses low power components and long lasting batteries. 
The development of intelligent luggage systems demonstrates the technology's potential to improve various industries and provide 
innovative solutions to everyday challenges. The use of state-of-the-art technology such as Raspberry Pi and camera modules in the 
system represents a major advance in the field of embedded systems and robotics. In summary, intelligent luggage systems are an 
innovative and practical solution to the challenges travelers face when carrying heavy luggage. The system uses advanced sensors, 
algorithms and technology to ensure a seamless and comfortable travel experience, making travel more accessible and enjoyable for 
everyone. 
 

II. LITERATURE REVIEW 
Until now, a lot of study has been done on this kind of robot, which is categorized as "Human Helping Robots." Many different 
techniques and lines of reasoning have been used by people to realize their design notions. The primary objective was to build a 
robot that can follow a target or person. Additionally, there has been some research on IoT-based wifi or Bluetooth-controlled robot 
automobiles. 
By creating a smart luggage carrier system with [1] theft prevention and real-time tracking using mini Arduino construction, P.L. 
Sanathana Krishnan aimed to reduce the stress of moving luggage and security concerns. An autonomous luggage carrier that is 
compact and light follows the user wherever they go by using signals received by the wearer's smart watch. With this technique, 
moving the bags manually or automatically is straightforward. 
For the detection process, researchers have used a range of sensors, including a [2] laser sensor to find a person in front of the 
system and a camera module to detect leg movements. To detect the distance between a human and a robot, however, in order for 
the robot to follow its user at a specific distance, a distance sensor—an ultrasonic sensor is utilized [3].  
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The sound waves from the ultrasonic sensor are sent out once more and are this time picked up by the sensor after being reflected by 
individuals.For the investigation, the scientists built a robot that can follow humans on its own inside a defined area. (Amit K. 
Sharma, 2021). 
Ultrasonic and infrared sensors are employed for human following [4]. An ultrasonic sensor is essentially a device that sends out 
ultrasonic sound waves that are then reflected back after impacting a target object to calculate how far away the target object is The 
majority of human-following robots are outfitted with a variety of sensors[5] for target recognition and detection, including lasers, 
IR, IR, RFID, cameras, range sensors, wireless transmitters, and receivers. [6] Automated luggage carriers for suitcases can be made 
with robots that can follow moving objects, among other uses. 
The ESP8266 Wi-Fi module and Arduino UNO development boards were used by the Wi-Fi control robot employing [7] Node 
MCU (R. K. Mistri) to remotely operate the robot. The Blynk app for Android phones is increasingly being used to manually operate 
robots. We can design interfaces that suit our demands thanks to an Android programme called Blynk. Additionally, the robot car 
may be driven by voice commands. To access these commands, utilize an app that converts [8] voice commands into text.The robot 
can move left, right, forward, and backward with voice commands and manually. 
Ultrasonicsensors, the[9] GlobalPositioning System(GPS), the Global System for Mobile Communication (GSM), a [10] Bluetooth 
module, a mobile application, and a power bank are some of the methods used in this research. Additionally, the locking mechanism 
makes use of fingerprints. There is no mechanism in place to [11] prevent theft. It connects to both the user's phone and the bag 
using the Bluetooth module it carries. They are each handed a power bank to charge their own devices. Only using ultrasonic 
sensors means that the bag could not always follow the owner. It might even keep following another person. If the bag is lost, the 
Global System for Mobile Communication (GSM) and [12] GPS will be able to find it, but only if it is close enough to Bluetooth. 
The method in this case uses an Arduino board, a GPS module, and an alarm[13]. All other components are connected to the 
Arduino board. To locate the bag in the event that it disappears, a map is made and synchronized. The alarm informs the user that 
the object has left their field of vision. The warning has the benefit of making it easier for the bag's owner to locate[14] and identify 
the bag. The drawback is that if the bags leave the portion of the map that the server has designated, they can no longer be tracked. 
It's challenging to interact with an application when using Arduino[15]. Due to the use of Arduino, the system will be quite tough to 
operate and complex. 
In this investigation, radio frequency identification is used to identify consumers and their bags. (RFID). RFID tags are attached to 
luggage and are also present on some traveler tickets. Radio Frequency Identification (RFID) [16] scanners monitor the baggage of 
the customers. There are three levels of testing in this situation: acceptance testing, the final testing stage that is then advised to users 
and stakeholders, is used to ensure that the system is free of errors. System testing is used to ascertain whether the work is 
harmonious and compatible with one another. Only airports may put it into practice[17]. Every location in the airline's network is 
affected.Object detection is the process of locating an object in an image and determining its location. The process of identifying a 
object involves two steps. [18] Using computer vision, the first step is to find an object.The object is then followed in the video 
frames as it goes around, and its prior positions are drawn as it does so. There are several ways to identify whether an object is in the 
frame. Sliding windows are just a few examples of such techniques [19]. It is one of the simpleset methods by which we may divide 
the image into smaller patches and categorize each patch into one of two groups, depending on whether or not it contains an 
object[20]. 
 

III. METHODOLOGY 
The project aims to create a human following camera using Arduino and a webcam mounted on a servo motor. The camera will 
track the face of a person and move the servo motor in the direction of the person's face to keep them in the center of the camera's 
view. This project will use the inbuilt function TrackerCSRT_create() in OpenCV to track the face of the person, and the 
coordinates of the face will be used to control the servo motor. In this methodology, we will discuss the steps required to build the 
human following camera. 
 
A. Hardware Requirements 
1) Arduino Board 
2) Webcam 
3) Servo Motor 
4) Jumper Wires 
5) Breadboard 
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B. Software Requirements 
1) OpenCV 
2) Arduino IDE 
 
 Step 1: Setting up the Hardware 
The first step is to connect the webcam and servo motor to the Arduino board using jumper wires. The servo motor will be used to 
move the camera, and the webcam will capture the person's face. Once the connections are made, the webcam should be mounted on 
the servo motor. 
 
 Step 2: Writing the Code 
OpenCV is an open-source computer vision library that can be used to track faces. The library needs to be installed on the system, 
and the appropriate header files should be included in the program. 
The code will be written in the Arduino IDE, and it will use the OpenCV library to track the face of the person. The code will 
initialize the webcam, create a rectangle around the person's face, and track the face's coordinates. These coordinates will be used to 
control the servo motor and move the camera to keep the person's face in the center of the camera's view. 
Step 3: Testing the Human Following Camera Once the code is written, the camera should be tested to see if it is tracking the 
person's face correctly. The camera should be placed in front of the person, and they should move around to see if the camera is 
following their face. 

 
Fig.1.a. Block Diagram 

 
OpenCV provides different tracking algorithms to track objects in a video stream. Two popular tracking algorithms are the mouse 
tracker and the CSRT tracker. The mouse tracker is a basic tracking algorithm that uses the position of the mouse cursor to track an 
object in the video stream. It works by setting a bounding box around the object of interest using the mouse cursor, and then 
tracking the object based on the movement of the bounding box. The mouse tracker is easy to implement and is useful for basic 
tracking applications. 
On the other hand, the CSRT (Channel and Spatial Reliability Tracker) is a more advanced tracking algorithm that uses a 
combination of color channels and spatial reliability to track an object. The CSRT tracker is based on a discriminative correlation 
filter and is known for its high accuracy and robustness. It uses both the spatial and color information of the object to track it. The 
tracker adapts to changes in appearance, scale, and rotation of the object, making it suitable for complex tracking scenarios. 

Fig.1.b. Face Tracking 
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The webcam captures the video, which is sent to the computer through USB. The OpenCV library “cv2.legacy. 
TrackerCSRT_create()” processes the video to track the human face using a bounding box which the user will make a trace on the 
human face with the help of a 
cursor to whom the user wants to follow. 
To control the servo motor's movements, the Arduino board receives values through USB. These values are calculated using the 
coordinates of the object being tracked and the size of the frame in the video stream. As the range of the x-coordinate varies from 10 
to (frame size width of the bounding box), these values are proportionally mapped to the angle of rotation of the servo motor. 
Specifically, a value of 10 for the x-coordinate corresponds to 0 degrees of rotation for the servo motor, while a value of (frame size 
- bounding box width) corresponds to 180 degrees of rotation. This ensures that the servo motor rotates smoothly and accurately to 
follow the object being tracked. The Arduino board controls the servo motor to rotate the webcam to follow the human face. The 
angle of rotation is determined by the Arduino code based on the coordinates received from the computer. The servo motor and the 
webcam are mounted together on a stand. The communication between the computer, webcam, and Arduino board is through USB. 
The Serial Port is used to send the angle data to the Arduino board. 

 
 

 
 
 
 
 
 
 
 

Fig.2.a Dataset of Face Recognised 
 

To further enhance the functionality of the camera, a dataset of people is used to identify specific individuals. This is achieved by 
extracting relevant features from the human face using OpenCV's HOG (Histogram of Oriented Gradients) algorithm. These 
features are then used as input to a Support Vector Machine (SVM) for training. Once trained, the SVM is able to recognize specific 
individuals based on their facial features ,as now it will be perfectly differentiating between two users as SVM works more 
accurately for classification of two things. 
 

IV. RESULTS AND DISCUSSION 
The results of this project showed that the use of the TrackerCSRT_create() function provided a highly reliable method for tracking 
a human face, which was crucial for the success of the camera. In addition, the use of HOG feature extraction and SVM 
classification allowed the camera to identify specific individuals based on their facial features, which could have potential 
applications in security and surveillance systems. 
The project also demonstrated the potential of using Arduino and servo motors for building custom tracking systems. The ability to 
convert coordinates into servo motor angles allowed for precise control of the camera's position and orientation, resulting in smooth 
and accurate tracking of the human face. 

position (x,y) co-
ordinate s 

Center 
coordinates 

Servo 
Motor angle 

center of 
frame 

(199, 167) (209.5,178) 96 

leftmost of 
frame 

(50,172) (148, 183) 68 

rightmost of 
frame 

(240, 161) (334, 173) 154 
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Fig.1.b. coordinates w.r.t servo motor angle 

 
V. CONCLUSION AND FUTURE WORK 

In this project, we have successfully designed and implemented a smart luggage system that uses advanced technologies such as 
Raspberry Pi and camera modules to automatically follow the user. This system aims to provide a more convenient and comfortable 
travel experience for passengers by reducing the hassle of carrying heavy luggage. The automatic decision-making module, mobile-
controlled mode, and object tracking using camera modules are the key features of this system. The integration of these features in 
the luggage system has the potential to revolutionize the travel industry by making it more efficient and user-friendly. 
This smart luggage system can be further improved by incorporating additional features such as obstacle avoidance, real-time 
tracking of the luggage, and integration with GPS services. With these features, the system can provide a more personalized travel 
experience for the passengers. Furthermore, this system can be integrated with other smart systems in airports and other travel-
related areas to create a more comprehensive and interconnected smart travel ecosystem. Additionally, this technology can be used 
in other industries, such as logistics and transportation, to automate the movement of goods and make the process more efficient. 
Overall, the smart luggage system has immense potential for future development and innovation. teams a lot in practice. The 
accuracy of the system can be increased if different angles of the same shot are available and stationary background is required. 
From this data extract x coordinate properly, which will result in predicting the six values more accurately. With the help of these 
resources the algorithm will give more accurate results. 
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