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Abstract: Discovering the frequent patterns in transactional databases is one of the crucial functionalities of apriori algorithm. 
Apriori algorithm is an algorithm which works on the principle of association rule mining. It is a dynamic and skillful algorithm 
used for discovering frequent patterns in a database, hence proving out to be efficient and important in data mining. Apriori 
algorithm finds associations between different sets of data. Every different set of data has a collective number of items and is 
called a transaction. The accomplishment of apriori is the set of rules that expose us how often any particular item or a set of 
items is contained in a set of data. In our proposed system, to provide efficiency, our basic aim is to implement apriori algorithm 
by setting up a threshold value and a varying support count which will act as a filter for our recommendation data. We can 
adjust the threshold value in order to increase or decrease the accuracy of the system. We have used apriori algorithm keeping in 
mind, its application in retailing industry and its capability of computing and handling large datasets and especially for the 
purpose of market basket analysis. The use of apriori algorithm along with analytical tools can provide insights into data and 
help the user in management and decision making provided that the user feeds the system in a correct way. Our aim is to provide 
user with recommendations which would ultimately help them in improving their business operations. 
Keywords:  Apriori algorithm, Association rule mining, Data mining, Market basket analysis 
 

I. INTRODUCTION 
The business model of Retailing is concerned with selling goods and earning profits, the possibility of gaining profits is directly 
related to the sales number (assuming that the selling price set for the products are above cost price of product). Retail businesses 
currently use software for their business management. Most commonly used software for purpose of business management carries 
an ERP interface and certain tools which only help in carrying out transactional entries and analysis of sales and profits. Such 
software’s are widely used today and are useful for retailers in managing their business operations. Most of these software’s help the 
user in inventory management, billing and sales data visualization, but they lack in implementation of certain new technologies like 
prediction, forecasting, recommendation, etc. If the user is provided with a simple tool to analyze their sales data and provide them 
with some meaningful information out of that data, it can be very useful for the user. One such way in which we can provide this 
functionality is by combining the existing management systems along with a data mining system. Data mining is an important 
research domain nowadays that focuses on knowledge discovery in databases. Data mining uses data from the database to find out 
meaningful and useful information such that this information can be used in improve any existing system. Its objective is prediction 
and description.  
One of the characteristic of data mining is the association rule mining. It consists of two procedures: first, finding the frequent item 
set in the database using a minimum support and constructing the association rule from the frequent item set with specified 
confidence. It relates to the association of particulars where for every event of a, there exists an event of b. This mining is more 
useful in performing the market basket analysis. Apriori is an algorithm for mining data from databases which shows items that are 
related to each other it showcases that for every item that an individual bought, what would be the possible items associated with the 
purchased item. Elaborate techniques, e.g., compressing the data, eliminating the redundant information within or between files that 
is reduplication, storing only updated parts of data, have been developed to effectively address the original objective of reducing the 
data size. In data mining apriori is an algorithm for finding and analyzing association between items. Apriori is designed to operate 
on databases containing transactions (for example, collections of items bought by customers, or details of a website frequentation) 
association rule mining is a significant technique of data mining. This technique emphasizes more on finding relationships between 
two or more entities. For understanding these relationships, a technique called market basket analysis has been popularized in data 
mining. This helps in understanding the business organizations. Our approach was to provide a simple and easy management and 
recommendation tool to those small scale retailers which will help them in recommendation of products depending upon their sales 
history and also analyze the sales and profit numbers using graphs and charts. 
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II. PROPOSED METHODOLOGY 
To generate recommendations based on previous sales history, it is required that the inventory, billing and transaction data are fed 
properly into the system. To get the accurate data entries from the user we have created an inventory management system and a 
billing system which will help user keep a track of their stock summary. The billing system will generate the transactions which 
would be stored across the transaction database. Our recommendation system will use data from this database to generate a list of 
recommended products which were sold in the highest numbers in the given time span.  
 
A. Architecture 

 

 
Fig. 1 Architecture 

 
B.  Algorithms 
Apriori algorithm is the most established association rule mining algorithm. It is based on the apriori principle that all the nonempty 
(at least one) subsets of a frequent itemset must be frequent. It is a two-step process. 
 
1) Step 1: The prune step 
It scans the entire database to perceive the count of each candidate in Ck where Ck represents candidate k- itemset. The count of 
each itemset in Ck is match up with a predefined minimum support count to find whether that itemset can be arranged in frequent k-
item set Lk. 
 
2) Step 2: The join step 
Lk is natural joined with itself to generate the next candidate k+1-itemset Ck+1. The main step here is the prune step which requires 
scanning the whole 1database for finding the count of each itemset in whole candidate k-itemset. If the database is enormous then it 
requires more time to find all the frequent item sets in the DB.  
Input: D, Database of transactions; min sup, minimum support threshold  

 
Fig. 2 Support and confidence  

 
Fig.2 shows how support and confidence values are measured, in the above figure we can see that there are two products A and B. 
Support is the frequency in which product A appears in all transactions and Confidence is the combined occurrence of pair of A and 
B with respect to occurrence of A in transaction.  
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Output: L, frequent item sets in D. 
Method: 
(1) L1=find_frequent_1-itemsets(D);  
(2) for(k=2; Lk-1≠Φ; k++){  
(3) Ck = apriori_gen(Lk-1, min_sup);  
(4) for each transaction t∈D{  
(5) Ct=subset (Ck,t); 
(6) for each candidate c∈Ct  
(7) c.count++； (8) }  
(8) Lk={c∈Ck |c.count≥min_sup }  
(9) }  
(10) return L=UkLk ; Procedure apriori_gen(Lk-1:frequent(k-1)-itemsets)  
(11)  for each itemset l1∈ Lk-1{  
(12) for each itemset l2∈ Lk-1{ 
(13) if(l1 [1]= l2 [1])∧ (l1 [2]= l2 [2]) ∧…∧(l1 [k-2]= l2 [k-2]) ∧(l1 [k-1]< l2 [k-1]) then {  
(14) c=l1∞l2;  
(15) ifhas_infrequent_subset(c, Lk-1) then  
(16) delete c;  
(17) else add c to Ck ;  
(18) }}} 
(19) return Ck 

 

 
Fig. 3 Basic Diagram of how apriori mining algorithm associates items. 
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As observed in figure 3, there are 9 transactions (T1, T2, T3, T4, T5, T6, T7, T8, T9) and 5 item sets (I1, I2, I3, I4, I5). We have 
taken 2 as minimum support. As executing apriori algorithm, first pass consists (I1, I2, I3, I4, I5) as candidate generation items i.e. 
c1. By comparing with a minimum support frequent items (L1) as (I1, I2, I3, I4, I5). Further steps executed as per same 
methodology. Goal of the Apriori Algorithm is to find associations between different sets of data. Every distinct set of data has a 
number of items and is called a transaction. The accomplishment of Apriori is sets of rules that disclose us how often items are 
contained in sets of data. In order to find more valuable rules, our basic aim is to implement apriori algorithm using multithreading 
approach which can utilization our system hardware power to improved algorithm is reasonable and effective, can extract more 
value information. Serial mining consume time and reduce performance for mining. In proposed system, apriori algorithm is 
implemented in serial and parallel manner and comparisons of both on the basis of varying support count and time using parallel 
programming technique. 
Association rule mining is interested in finding frequent rules that describe association between unrelated frequent items in 
databases, and it has two main measurements: support and confidence values. The frequent item sets is defined as the item set that 
have support value greater than or equal to a minimum threshold support value, and frequent rules as the rules that have confidence 
value greater than or equal to minimum threshold confidence value. These threshold values are generally assumed to be feasible for 
mining frequent item sets [1]. Association Rule Mining is all about finding all rules whose support and confidence outstrip the 
threshold, minimum support and minimum confidence values. 
Association rule mining advance on two main steps. The first step is to find all item sets with adequate supports and the second step 
is to generate association rules by combining these frequent or large item sets. 
Any given association rule has a support level and a confidence level. Support is the percentage of the population which fascinates 
the rule or in the other words the support for a rule R is the ratio of the number of occurrence of R, given all occurrences of all rules. 
The support of an association pattern is the percentage of task relevant data transactions for which the pattern is true. 
 
C. Dataset 
To get the results we have considered a list of 21 products and assigned them with a unique id. Out of those selected 21 products 
we have created a pseudo transaction dataset in csv format which has more than 5500 transactions. 
 
D. Applications 
This kind of recommendation systems can be used for all retail based operations. It can mainly be used for small scale retail 
operations for instance, a grocery store, pharmacy store, takeaway food outlet.  
 
E. Results 
Fig.4 given below show the csv transaction file which consists of set of transactions which have occurred in a period of time. The 
numbers which have been displayed in csv file are the assigned product id for every product. 

 
Fig. 4 transaction file as input (in csv format) 
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Fig. 5 Result window showing recommended products.  

 
The Fig.5 shows the results for the given input transaction, first we have selected a csv file for storing our transaction data. We 
select the time duration to select the transaction records. The system will analyse records only in this set time frame. The user is then 
required to enter the minimum support and minimum confidence values after which the recommended product list will be generated. 
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Fig. 6 Pie chart and line graph showing the categorical sales and sales numbers. 

 
The Fig. 6. shows the results as per sales history, the pie chart is used for showcasing which product category comprises contributes 
what percentage in the overall sales numbers. The line graph shows the total number of items/products sold in any particular month. 
 

III. CONCLUSIONS 
The paper represents how the use of data mining along with data management and data visualization systems can help in improving 
business operations. The use of Apriori association rule mining algorithm can help in creating a frequently sold product item. 
Considering a retail scenario of use we can use this item set to help the user in their inventory management, and for setting up the 
pricing, offers and promotions for their products. The user can decide their sales strategy by the data returned by the system. As 
sales are directly proportional to the profit earned by the user, only if the user sets the selling price of products in a way where 
selling price is greater than cost price of the product. To get the results we have considered a list of 21 products and assigned them 
with a unique id. Out of those selected 21 products we have created a pseudo transaction dataset in csv format which has more than 
5500 transactions. After selection of this file as input and entering the time duration, minimum support and confidence values from 
the user, the system returns the frequently sold product set to the user. The end result which is a list of products can also be used to 
study the seasonal sales pattern of some particular products and help the user in formulating their sales strategy. The paper gives 
work flow of how the product recommendation system works, the models and algorithm required for performing recommendations 
is included. The main focus was to demonstrate how data mining can be used along with data management and visualization tools in 
improving business operations considering the retail sector. 
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