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Abstract: This paper examines fuzzy tree automata's deterministic, reduced, and homomorphic properties. It is demonstrated
through an example that there is a deterministic fuzzy tree automaton for the nondeterministic one. For every given fuzzy tree
automaton, an equivalent reduced fuzzy tree automaton is displayed. A theorem that fuzzy tree languages are preserved by tree
homomorphism is

derived.
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L. INTRODUCTION

Automata on infinite words, weighted automata, fuzzy automata on finite and infinite words, tree automata, and weighted tree
automata are some of the ways that finite state automata have been expanded. We refer to [8] for a general treatment of fuzzy
automata and languages. Previous research on fuzzy tree automata has been done in [2, 5]. The deterministic fuzzy tree automaton Ad
exhibits the same behavior as any fuzzy tree automaton A, as demonstrated in this paper by the proof of L(A) = L(Ad). The
membership value in A and that in Ad, however, do not have to match for any tree t. An example is provided to demonstrate the
existence. Additionally, it is demonstrated that there is an equivalent reduced fuzzy tree automaton for every fuzzy tree automaton.
Also, it is demonstrated that h(L) is recognized by a fuzzy tree automaton if h is a linear tree homomorphism and L is recognized by a
fuzzy tree automaton. This can be further extended in the field of fuzzy hyper graph and Plus Weighted Linear Grammar as cited in
[10, 11,12,13,14,15,16].

1. BASIC DEFINITIONS
For the definition of standard notions, [2,3,5] are mentioned.
1) Definition 11.1.
A fuzzy finite tree automaton (NFFTA) is a system A= (Q, £, 5, I') where,
e Qs a set of state symbols.
e XY isaset of ranked alphabets called input symbols.
e 3={5,:Q"xQxZ,—~[0,1]|c €=, n>0}
A transition rule may be defined by
8::Q"xZ,x[0,1]1>0Q
o I c Fuzzy(Q) is a set of fuzzy final states.
A fuzzy final state y € I may be defined by y: Q — [0, 1]
An NFFTA is called finite if Q is finite and if 8.(01, 02, . . . 0, o) = 0 for all but a finite number of 6, € o and if I'(q) = 0 for all
but a finite number of states q € Q.
Fort e Ty, a fuzzy set p(t) < Fuzzy(Q) is defined by induction on structure of t.
2) Definition 11.2.
Whent = o e %, then p(t)(q) = 8(q, 6), Vg € Q. Assume that t = o(ty, t,, . . . t,) for some ¢ € X, and
t, b, ... the Ty

pO@ = v Q[B(qpqz,---qn,q,G)A(i&p(ti)(qi)D

1,02, 0n €
The behavior of an NFFTA A is a fuzzy set |A| on a set of trees t Ty is defined by
A= v (p(1)(a)AT(a))
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3) Definition 11.3.

Atreet e Tyisaccepted by NFFTA A= (Q, %, 5, I') if |A|(t) > 0 and |A|(t) = peay(t).
4) Definition 11.4.

The fuzzy tree language L(A) recognized by NFFTA A is the set of all ground terms accepted by A. A set L of ground terms is
recognizable if L = L(A) for some A.

1. DETERMINISTIC FUZZY FINITE TREE AUTOMATON
This section introduces the definition of deterministic fuzzy finite tree automaton and some related theorems are proved.

1) Definition I11.1.
A deterministic fuzzy finite tree automaton (DFFTA) is an FFTA Ay = (Qq, Z, 84, I'y) such that for each
c e Xand Q,,0,,...0, € Qqthere exists at most one ¢ € Qqsuch that d4(s(9;,.9,,...0,) > g) > 0or

o(9,,9,,..0,) —> q;m>0.

2) Theorem I11.2
Let L be arecognizable set of ground terms. Then there exists a DFFTA that accepts L.
Proof : Let A= (Q, X, 3, I') be a NFFTA. Define a DFFTA Aq = (Qq, 2, 84, I'y). The states of Qq are all the subsets of Q. That is
Qq = 2% We denote by S a state of Qg, S = {9,.9,,...q, } for some states q,,d,,...q, € Q. 8; and Iy are constructed from the following
algorithm.
input  :NFFTAA= (Q %, 5,T)
begin
/* a state S of the DFFTA isin 22 */
Setdg=¢;
repeat
iffeX,and Sy, S,, ... S, e Qqthen
begin
S={qeQ|3q1e S1,q € Sy,..., h€ Sh,
f(9,.9,,.-9,) —— d € &}
m =v{m;|f(a,.d,,-.d,) —=q,
J0:1€ S1, Q2 € Sy, One Si}
end
Set 64 = 8g U {f(S1, Sz, . .. Sp) —— S}
until no new rule is added to &4
[a(S) =v{I'(q) [q € S} VS € Qq,
output : DFFTAA;=As= (Qd, %, &4, Fd).
Clearly Ay is a DFFTA. Let us prove that L(A) = L(Ay), that is to prove t T> S, p()(S) > 0 if and only if

$={aeQlt—a,p(H() >0}
Suppose that t T> S, p (1)(S) >0,
we prove t T) g, p(t)(q) > 0, by induction on the structure of terms.

Base case : Let us consider t = a € X,. Then there is only one rule.
a—"5Sed " p(t)(S) =m>0, where

m=v{a ——> q|ge Q}[+ m>0]

$={aeQlt—d, p(t)(a)>0}

Induction step : Let us consider a term t = f(t,,t,,...t,)
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Assume that the derivation if of the form

t T*) f(S1, Sz, ... Sn) — S, where tiT*) Si,

p(t)(S) >0i=1,2,...,n.Byinduction hypothesis, foreach i=1,2,...,n.
Si={qeQlt —;> q, p(t)(a) > 0} @

Since Sy’s are in Qq, f(Sy, Sz, - .. Sp) > Sisarule in 84 with membership value my > 0. From the algorithm,
S={9 e Q| 3Jme Sy, 2 € Sz..., Uhe Sy, f(9,.9,,..9,)—>—> g € &} and m; = _yl{mi}implies, 3 m; > 0 such that

f(q,.0,,..0,) —— q.
From (1) E| gie Q such that ti —;) i, p(tl)(ql) >0

i=1,2,...,n.Since there exists i€ S, 2€ Sy, . . ., ghe Sy, and f(q,,9,,...q, ) ——> 0,

we have t T) a, p(t)(g) >0
Conversely suppose that t T) g, p(t)(g) > 0, we prove

t T> S, p(t)(S) > 0 by induction on the structure of terms.

Base case : Let us considert =a e X,.
Then thereisarulea —— g € 6, p(t)(q) =m > 0.

Suppose S={q e Q|a —2—>q € &}

m, =v{m;|a —— q e &8}, implies that m, > 0.

Therefore a —=— S, p(t)(S) > 0.

Induction step : Let us consider a term t = f(t,,t,,...t,)

Assume that the derivation is of the form

t T) (1, Q2, . . . On) ——q, where t—;> q, p(t)(q) > 0, by induction, for eachi=1,2,...,n.t; Td) S,

p(t)(S;)) = m; > 0 and the state S; is defined by

Si={deQlt —>qe s} )
Since g’sare in Q, f(qs, 0z, . - - o) > g isarule in & with membership value m > 0.
ThusS={q € Q|3J i€ Sy, Gz € Sz, the Sn, f(q,,0,,--.4,) —=— g € 8} and
m’ =v{m;|f(q,,9,,..9,) —> q € 8,3 1€ S, Q2 € Sp,..., Uhe Sn}
Implies that m’ > 0, therefore f(Sy, S,, ... S)) —™— Sisarule in 85. From equation (2)
3 S; € Qq such that t; Td) Si, p(t)(Si) =m; >0 foreachi=1,2,...,nandalso

f(S1, Sz, ... Sn) ALWS isarulein §,.
Therefore tT*> S and p(t)(S) = m,

m = A{my, My, ... m,, M}>0.
Example 111.3.

Consider the NFFTA, A= (Q, Z, 3, I), where Q = {q, 0, a5}, Zo = {a}, £1 = {9}, 2, = {f}, I'(@) = 0.5, I'(qg) = 0.6, I'(ge) =
0.9 and & is the following set of transition rules :

{a—2-4,9(q) a.9(q) Uy

0.3 0.5

9(g,)—"—>q;, f(d,9) —*>qf

Consider the ground term t = f(g(a), g(a)) and its sequence of reduction is as follows :
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q | q
(t)(q) 0.8 A 0.3/ 0.6 + 0.3 and

Lw(®)1=03A05=03F0
The language accepted by the NFFTA is
0.5, ift e {g(o(t) |t € T}
mw® =103, ift e {f(g'@). ¢'@)i,j =
05 ifte {fi(@aa)li,j =1}
Using the theorem (111.2), we get the DFFTA
A= (Qd, 2, &4, Fd), where
Qu ={{a}, {a. ag}, {a. dg, a}}, Zo = {a},
2 ={0}, 2 ={f}, I's {a}) = 0.5, 'y ({0, q¢}) = 0.6, ['s ({q, dq a}) = 0.9 and &y is the following set of transition rules :
{a—>a}.g{a}—>{a.q,}.9({a.0,})—>{a.g,q,}, f(5,8,)—*>{a}, where §,,S, < Q,]

Consider the ground term t = f(g(a), g(a)) and its sequence of reduction is as follows :

f f
/\J _ 08 /\J ~d4 X A 06
d FCIACIY

Yatyag

{a} | {a}
®(gk) =082 0506 =0.5and

HLap(t) =054 05=05>0
The language accepted by the DFFTA is
0.5, ift e {g(o(t) |t € T}
me (=405, ifte {f(gi(a), g'@) i >3
05, ifte {f'(aa)li>1

The language accepted by A is equal to the language accepted by Aq, but the membership is not retained.

V. REDUCED FUZZY FINITE TREE AUTOMATON
Reduced Fuzzy Finite Tree Automaton is discussed in this section. It is demonstrated that there is an equivalent reduced fuzzy tree
automaton for every fuzzy tree automaton.

Definition IV.1.

A state Q is accessible if there exists a term t such that p(t)(q) > 0. An NFFTA is said to be reduced if all its states are accessible.
Theorem 1V.2.

Let L be a recognizable set of ground terms. Then there exists a reduced FFTA that accepts L.

Proof : Let A =(Q, £, 3, I'), be an FFTA. If all the states of Q are accessible. ie. p(t)(q) > 0 Vq € Q, then A is reduced. Suppose
that A is irreduced and L be the language accepted by it. Let Q" = Q — {s|s is not reacheable}.
Define A"=(Q', %, &, '), where
8 Qu'x Z,x Q" — [0, 1] is defined by
Y01, Qo ---,0n g e Qandf e X,
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8(9;,955----9,.59), if q is accessible.

8'(q1,0z,...,0n,F.0) = e i
(91,92, 1,0) {0, if g is not accessible.

I'(q), if q is accessible.
0, if gisnotaccessible.

I'(q) = {

Clearly A" is a reduced FFTA. Now we prove that A and A" are equivalent.
Let L, be the fuzzy tree language accepted by A'.

If pia)(t) = 0 then p(t)(q) = 0 or I'(q) = 0Vq € Q, hence L, m(t) = 0.

If peay(t) > 0 then p(t)(g) > 0 and I'(q) > 0, implies that

I'(@=r@vgeQ (3

Therefore q is accessible in A" and in the sequence of moves p'(t)(q) = p(t)(q) and hence
p(1)(@) A T(@) = p'(t(a) A T(a) (4)

Equation (4) is true for every g € Q which satisfies equation (3). Implies that

Y@ A T(@} = o " (@ A T (q)}. Therefore pa(t) = p @a(®).

V. TREE HOMOMORPHISM
This section deals with Tree Homomorphism. It is demonstrated that h(L) is recognized by a fuzzy tree automaton if h is a linear tree
homomorphism and L is recognized by a fuzzy tree automaton.
Definition V.1.
Let X and X’ be two sets of function of symbols, possibly not disjoint. For each n > 0, £ contains a symbol f of arity n, we define a
set of variables y, = { x,,X,,...X, } disjoint from X and X'. Let hy be a mapping which with f € X of arity n, associate as term t; € T(Z',

%n)- The tree homomorphism h : T(X) — T(2') determined by hy is defined as follows :

h(a) =t, € T(X') for each a € X of arity O.

h(f(t,.t,,...t,)) = (X1 < h(t1), Xo <-h(ty), . . ., X, <= h(t,), where

ti(X1 < h(ty), X2 <-N(tp), . . ., X < h(t,) is the result applying the substitution

{1 < ht), e < h(t), ..., X< h(t)}

Definition V.2.

A tree homomorphism is linear if for each f € X of arity n, hg(f) = t;is a linear term in T(Z', yn).

Theorem V.3.

Let h be a linear tree homomorphism and L be recognized by fuzzy tree automaton. Then h(L) is recognized by a fuzzy tree
automaton.

Proof: Let A = (Q, Z, §, I') be reduced DFFTA such that L(A)=L and h be a linear fuzzy tree homomorphism from T(X) —» T(X’).
determined by a mapping hy. We construct an NFFTA A’ = (Q', %', &, I') as follows. Let us consider a ruler r =
f(9,,9,,..9,) —=>q € 3, a term t; = hy(f) € T(X', X,) and the set of positions pos(t). We define a set of states Q" = {q," | p €
pos(tg) and a set of rules &, as follows for all positions

p € pos(ty).

Iftp) = g € ' then g(a} a7, .-..q5 ) —"> d} €

Pn
If t(p) = x; then gy —— q € &
q. —=>qe &
The preceding construction is made for each rule in 5. We assume that all the states set Q" are disjoint and are disjoint from Q. Define
A'=(Q,2,8,T) by

Q=QJUQ"

red

" Q'—[0,1] such that I'(P)=I'(p) Yp e Qand  '(P)=I'(q) Vp € Q",
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Now we prove h(L) = L(A'). To prove h(L) < L(A"), we prove that if t Tm) g, p(t)(q)=m>0 then

h(t) Tm) g, p(t)(g) =m > 0 by induction on the length of the reduction of the ground term t € T (2.) by automaton A.

Base case: Suppose that t—"—>q, p(t)(q) =m >0, t=a c Zpanda —"» q e . Leth(a)=g e X, and assume that

AN AN

9((90)’, (@), - - -, (@)) ——(Q,)", G, —— ()", Up, ——>(%2)", - - ., Gp, ——> (A", 4, —— (@)’ now
h(a) " 0, ——q
A 07 'k
Induction step : suppose that ty{(X; <— 01,, X2 <= Uz, - - -, Xn <= 0n) = 9(d;,0,.---0y )
(0000 ) = 9007 Gg -0 ) —"—> Op, Qi —"> 0, Go—"> G, ..o, G2 G, (0,)" —™—>0, h(t) —™— 9(a],q;, .-
S O) —> g —>
Thus ti(X; < Qu, X1 <= G, . . ., Xo < ) —2—>Q and hence h(t) —=—>q, where m = m; A m, > 0, implies that h(L) =
A

L(A).

To prove L(A") < h(L), we prove that t' L) € Q then t' = h(t) with t L>q for some t € T(X) by induction on the
A

number of states in Q occurring along the sequence of reduction f—" g, p()(gq)=m>0.

Base case : Suppose that t' L) ge Q, p(t)(g) = m > 0 and no states apart from q occurs in the reduction. The state set Q" are
A

disjoint, only some rules of 8" can be used in the reduction. Let t' = hy(f) for some f € £ and the rule r = f(q,,q,,..q, ) —= 0.

Since the automaton is reduced there exists some ground term t with head(t) = f, implies that t — q.
A

Induction step : Suppose that t'%v{ X; < 01, Xp< Qg ..., X, < Om} %) g, p(t')(@) =m, m=my A m, where v is a
linear term in T(Z', {x;, X5, ..., X, }),

t=v{x{«u, Xo¢Uy, ..., Xp< u,}ouf T“‘> i €Q and no states in Q apart from ¢ occurs in the reduction of v( X; < g,
X, <, . .., X, < Om} to . The state set Q" are disjoint, only some rules of & can be used in the reduction v( X, < g1, X} < Qp, . .
., X < Om} to g. Thus there exists a linear term t; such that v(X; <— 01, X, <=0z, . .., X;, < Om} = V(X1¢— Q1 X2 <= o, . . ., Xp<—

dn}for some symbol f € £, and the rule for r = f(q,,q,,...q, ) —=—>q € 8. By induction hypothesis there exists terms u,,u,,...u, in
L such that
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u; = h(u;) and u; — ™ sqiforie{l,2 ..., m}. Consider the termt = f(v,,v,,..v, ), where v; = u; if x; occurs in t;, then h(t)=
t {x,«—h(v,), X, «—h(v,)....... X, «<——h(v,,)}implies that h(t) = V{x] <~ h(u1), X} <= h(Uy), . . ., Xm < N(Um)}.

By induction hypothesis and by definition of v;, we have t Tm) g

Hence L(A") < h(L).
Example V.4.

Let A=A=(Q, %, 5 I') bea FFTA such that Q = {do, 01}, Zo = {0, 1}, ¥, = {not}, Z, = {or, and}, I'(qp) = 0.5, I'(q;) = 0.6 and &
is defined by

0——q,, 1—->q,, not(q,)—=->q, , not(q,) —2-q,, and(d,,d,) —2->4q,, and(q,,q,) —=>->q,

0.7 0.8 0.7
and (q,,9,) —>d,, and(d,,q,) >, 0r(dy,d,) — o,

0.9 0.6 0.5
or (G,0;) =G, 0r(G;,06) =G, 0F(;,0;) =G
Let the mapping h : T(X) — T(X') be defined by
hz(0) = 0, hx(1) = 1, hy(or) = or,
hz(not) = not, hg(and) = not(or(not(x,), not(x,))
Now we define A’ = (Q', %', &', ).

1 1 1
Forrule1:0 —qo € 8, we have rules in &; are 0—(q, )i » (G )i —q,,Q'= {(q0 )16} By considering all the 12 rules, we get &' =

12 2

Us.Q=JQ v

i=1 i=1

I'(p) =T'(p)Vp € Q, I"(p) =T(a)vp € Q"

Clearly |A|(t) = |A'|h(t)
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