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Abstract: Over the past few decades, there has been significant progress in sentiment analysis, primarily focusing on analyzing 
text. However, the field of sentiment analysis linked to audio remains relatively undeveloped in the scientific community. This 
study aims to address this gap by introducing sentiment analysis applied to voice transcripts, specifically focusing on 
distinguishing emotions of individual speakers in conversations. The proposed research article seeks to develop a sentiment 
analysis system capable of rapidly interacting with multiple users and analyzing the sentiment of each user's audio input. Key 
components of this approach include speech recognition, Mel-frequency cepstral coefficients (MFCC), dynamic time warping 
(DTW), sentiment analysis, and speaker recognition. 
 

I. INTRODUCTION 
Sentiment analysis is used to analyze people's feelings or attitudes based on a conversation, topic, or general conversation. 
Sentiment analysis is used for various purposes such as in various applications and websites. We use our knowledge to create an 
assistant that understands and learns the human way of thinking based on holding each other. A machine that understands people's 
emotions/moods through these conversations and what keyword was used in the conversations. The combined sentiment analysis of 
the speaker and the speech is done with data and conversations extracted from previous conversations and various processes. 
Understanding people's thoughts and feelings has many applications. For example, technology that can understand and respond to a 
person's personal emotions will be important. Imagine a device that senses a person's mood and adjusts its settings based on the 
user's preferences and needs. Such innovations can improve user experience and satisfaction. In addition, research institutions are 
actively working to improve the quality and translation of audio content into text. This includes a variety of materials such as news 
reports, political speeches, social media, and music. By enabling this technology, they aim to make audio content more accessible 
and useful in many situations. 
Our research body has also worked on voice evaluation research [1,2,3] to study the conversation between the user and the 
assistance model and distinguish between each speaker and their emotions. Because there are several speakers in a conversation, it is 
difficult to analyze the text data of the recorded voice, so this paper proposes a model that can easily recognize the presence of 
different speakers and identify them as separate, and perform voice analysis; individuals speak and responds according to his 
feelings.  
We present an approach and viewpoint on investigating the hurdles and techniques involved in audio perception analysis of sound 
recordings through speech recognition. Our methodology utilizes a speech recognition model to interpret audio recordings, coupled 
with a suggested method for user discrimination based on a predetermined hypothesis to authenticate distinct speakers. 
Subsequently, each segment of speech data is scrutinized, enabling the system to accurately discern genuine emotions and topics of 
conversation.  
Part II, we delve into the underlying hypothesis regarding the speaker, explore speech recognition, and delve into sentiment 
analysis. Section III elaborates on the proposed system, while Section IV outlines the characteristics of the experimental 
configuration. Following that, Section V showcases the results obtained and provides an extensive analysis. Finally, Episode VI 
concludes the project. 

 
II. LITERATURE REVIEW AND CONTEXT 

A. Sentiment Analysis 
This method, also known as Sentiment Analysis SA, the objective is to ascertain whether a document conveys positive or negative 
sentiment through the analysis of sentiments expressed in textual form. Various techniques are employed in sentiment analysis 
research, including maximum entropy, decision trees, Naïve Bayesian, and support vector machines.  
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Mostafa et al. [4] classify sentences in each text as subjective or objective, subsequently processing the subjective portions using 
standard machine learning techniques to enable the polarity classifier to disregard false or irrelevant terms. Gathering and 
classifying data obtained from the analysis at the sentence level is time-consuming, and testing this process poses challenges. For 
hypothesis testing we use the following: Naive Bayes, Linear Support Vector Machines and VADER [6]. We compare these 
methods to determine the best-performing algorithm for our preferred use. 

 
 
B. Voice Recognition 
Speech recognition is the ability of a machine, training model, or software to recognize words and sentences in human speech and 
convert them into a computer-readable format. The format can be used to perform other functions. In this work, we use speech 
recognition methods such as Google Speech Recognition, Bing Speech, and Sphinx4 [5]. Compare to choose the option that best 
suits your design goals.  

 
C. Speaker Recognition 
Speaker recognition involves identifying an individual based on their voice patterns and unique characteristics. This test has 
attracted great attention from researchers in the last eight years and is not genetic [7]. In speaker recognition, speaker-specific 
features are extracted from the speech signal, comprising various attributes capable of capturing emotional and semantic information 
unique to each speaker [8]. 

 
 

This work develops a speaker discriminant system using the Mel Frequency Cepstrum constant (MFCC). To find commonalities 
between the speech samples, the MFCCs for a variety of speakers' speech samples are extracted and compared with each other. 

 
1) Feature Extraction 
 To achieve a higher accuracy rate, the unique speaker discriminant feature must be extracted. Because it serves as the input for the 
portion that follows, the precision of this part is essential. 
MFCC or Mel Cepstrum Coefficient aims to simulate the human ear's perception of sound through mathematical modeling. This 
involves distinctive patterns ranging from noise to mel frequencies, usually spanning from 300Hz to 5KHz. Below 1 kHz, the Mel 
scale maintains linearity, transitioning to logarithmic above 1 kHz. Each individual MFCC speaker consistently records the intensity 
linked with each Mel frequency bin. This characteristic facilitates the recognition of American speakers. 
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2) Feature Matching 
Dynamic time Wrapping (DTW)--- DTW is a rule that is understood as a technique of dynamic programming by Stan Republic of El 
Salvador et al. [7]. This rule is used to measure the similarity between two statistics that change corresponding to speed or time. If 
the series is "warped" non-linearly—that is, made tensile or shrunk on its time axis—just once, this system is also likely to detect the 
optimal alignment between the days' worth of data. Then, by using this warp between given two statistics, one can observe 
resemblance or complimenting areas between those two statistics. DTW's basic idea is to find two major dynamic patterns that 
possess similarities with one other and then imply a least possible distance amid them. 
Ultimately, the statistic is encapsulated by employing various computational methods for measuring distance or similarity, such as 
geometric distance, Canberra Distance, and Correlation. A thorough comparison of these methods is presented in the results section 
of the paper. 
 

III. PROPOSED SYSTEM 
In our research, we are typically suggesting a model to analyze sentiments that makes the use of alternatives picked from the signals 
of speech provided to comprehend the emotion that speaker feels at the time when the phrase is spoken. There are four steps in the 
method: 1) VAD-equipped pre-treatment; 2) Speech Recognition; 3) Speaker Identification; and 4) Sentiment Analysis. 
There is a system that detects the voice activity by receiving the signals. Later it uses these to identify and distinguish the phrase 
sounds from the signals received. These sounds are stored as chunks of information, which are subsequently transferred to the 
system for recognition of speech and speaker discrimination so as to identify the speaker's identity and content. The recognition 
system of speaker labels the segments with the IDs of speakers. It is relevant to mention that this system operates autonomously, 
identifying if the segments belong to the same speaker or two different speakers and labeling them as such. These segments are then 
transformed to text by the technology of speech recognition. In addition, the algorithm compares the transcribed text with the 
Speaker Id. It continues like a conversation inside the data. The textual output generated by a speaker-exclusive speech recognition 
system holds the potential to estimate the sentiment emphasized by the speaker at the moment of recording the statement. The whole 
method is expressed pictorially in the Figure 2. 
 

IV. EXPERIMENTAL CONFIGURATION 
A. Data set 
Twenty-one audio files that were recorded in highly regulated environments make up our dataset [10]. Three distinct scripts are 
utilized for oral communication between two individuals. In these recordings, seven speakers—four men and three women—are 
fully engaged. The chats were labeled as per the current scenario. The audio has been recorded in form of mono-tracks for an 
approximation of ten seconds, with a 16 KHz sample rate. 
A sample of dataset is displayed in Figure 3. 

 
 

B.  Tests and Measurements 
 The methodology of speech recognition, speaker recognition, and sentiment analysis are all used in our proposed system. We have 
provided an explanatory analysis of the tests that have been carried out using various instruments and methods. The voice 
recognition tools that are utilized are Sphinx4, Bing voice API, and Google Speech API. WWR was also employed as a performance 
metric. We often employ MFCC as the feature for speaker recognition and DTW with a variety of distance computation 
methodologies, such as national capital, geometer, and correlation that have been used for matching of features. Additionally, 
recognition rate has been used as a statistic for measure of performance. Normal sentiment analysis datasets, such as the Twitter and 
Product Review databases [6], have been utilized gauge the accuracy of system in the process of sentiment analysis. 
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V. RESULTS 
A. Results pertaining to the Automatic Speech Recognition Engine 
First, using entirely distinct speech recognition software, the audio recordings from the dataset were transformed to the text files. 
The WRR acquired for multiple scripts delivered by absolutely different speakers is displayed in Table 1. Like how money supply 
indicates the first male speaker, F1 indicates the first female speaker. Share values are used to express the WRR. 

 
 
   The WRR acquired by utilizing the Google Speech API to decipher the signals obtained from speech is tabulated in Table 2. 
Constant datasets, or scripts, are used, and the same people are frequently used to compare the outcomes. This can be carried out to 
verify the tools on an equal footing. 
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B. Results for Speaker Discrimination System: 
Figure 5 shows how accurate talker identification is when there are multiple possibilities available. There were somewhere between 
one and twenty-six possibilities. Because we used the feature mapping technique in our study, i.e. dynamic time wrapping. 
Differrent methods of calculating distance, such as geometers and Australian capital square measures with DTW and comparisons. 
Graph 3 displays the comparison of accuracy and variety of alternatives of graph. After using some twelve or fourteen likelihoods, it 
was found that the system is quite accurate; as a result, we typically take thirteen options to navigate the system. 

 
 
C. Results for Sentiment Analysis System: 
Table 5 displays the accuracy of several algorithms utilized in this model for sentiment analysis, including Naive Bayes, Linear 
SVM, and, VADER. 

 
 

VI. CONCLUSION AND FUTURE WORK 
This research paper coins a generalized model that takes in use the audio file from two speakers as an input, mechanically converts 
the audio to text, later, plays back speaker identification so as  to study the identities of the speaker and the content provided. We 
have designed an easy to use system that attempts to do the precursory task in the duration of this study.  The system functions 
effectively with artificially generated datasets; however, we tend to perform better when grouping larger datasets to improve the 
system's measurability. Even though the system accurately interprets the sentiments of the speakers in casual dialogue, it has certain 
shortcomings. Firstly, it is unable to distinguish between two speakers speaking at the same time. Only one speaker should speak at 
a time during a speech. In the future, we would seek to solve these issues and enhance the system's measurability and accuracy. 
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