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Abstract: The stock market represents a dynamic and complex system influenced by various factors, making accurate prediction 

of stock prices a challenging task. In this investigation, we utilize deep learning techniques to boost the precision of predictions 

in the stock market. Specifically, we employ Long Short-Term Memory (LSTM) networks to analyze historical stock data and 

capture intricate patterns that traditional methods may overlook. Our methodology encompasses meticulous data preprocessing, 

encompassing feature selection and normalization, ensuring the optimal functionality of the chosen deep learning model. The 

dataset utilized, derived from NSE, provides a robust foundation for training and testing our model. Evaluation metrics, gauge 

the model's performance. 
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I.      INTRODUCTION 

The unpredictable nature of stock markets has long captivated the attention of investors, financial analysts, and researchers alike. 

The quest for effective tools to forecast stock price movements remains a critical endeavor, given the myriad factors that influence 

market dynamics. In response to this challenge, our project embarks on an exploration of the potential of deep learning 

methodologies, with a specific focus on advanced models such as LSTM, to enhance the accuracy of stock market predictions. 

Traditional methods of stock market prediction often grapple with the inherent complexities of financial markets, where trends can 

be elusive and influenced by a multitude of factors ranging from economic indicators to global events. Deep learning, with its ability 

to capture intricate patterns within vast datasets, presents a promising avenue for addressing the limitations of conventional 

approaches. 

The core objective of this project is to leverage the power of deep learning to discern patterns and relationships within historical 

stock data that may elude traditional methods. Through the meticulous preprocessing of data, involving feature selection and 

normalization, we aim to optimize the performance of the chosen deep learning model. As we navigate the early stages of this 

exploration, our preliminary findings underscore the potential of the selected model in capturing nuanced market dynamics. 

 
Fig. 1. An illustration of how social media and finance news has impact on stock market movements. 

 

Our project is poised to enter a phase of expanded analysis, incorporating diverse datasets to enrich the model's understanding of 

varying market conditions. This expansion not only contributes to the robustness of our predictive framework but also lays the 

groundwork for future investigations. As we progress, we anticipate refining our model, exploring alternative architectures, and 

ultimately advancing the state of stock market prediction through the integration of deep learning methodologies. 

This introduction sets the stage for our project, outlining the motivation behind our exploration, the challenges we aim to address, 

and the potential impact of leveraging deep learning in the dynamic realm of stock market prediction. 

 

II.      PROBLEM STATEMENT 

The forecasting of stock prices remains a challenging task, primarily due to the inherent complexities and dynamic nature of 

financial markets. Existing approaches, including traditional statistical and econometric models, often fall short when confronted 

with financial time series data characterized by significant randomness. The limitations of such methods become pronounced, 

leading to suboptimal forecast accuracies when attempting to capture the intricate patterns and trends present in the stock market.  



International Journal for Research in Applied Science & Engineering Technology (IJRASET) 

                                                                                           ISSN: 2321-9653; IC Value: 45.98; SJ Impact Factor: 7.538 

                                                                                                                Volume 11 Issue XI Nov 2023- Available at www.ijraset.com 

  

 
© IJRASET: All Rights are Reserved |  SJ Impact Factor 7.538 |  ISRA Journal Impact Factor 7.894 |  1912 

Moreover, while machine learning models have shown promise, there is a need for more sophisticated and adaptive techniques to 

navigate the complexities of financial markets effectively. Specifically, the challenge arises when financial time series data exhibits 

a substantial random component, impacting the predictive capabilities of existing models. The problem at hand is to address the 

limitations of conventional forecasting methodologies in the context of stock price prediction. This project aims to develop models 

that can better accommodate the inherent randomness in financial time series data. By leveraging advanced deep learning 

techniques, such as convolutional neural networks (CNNs) and long- and short-term memory (LSTM) networks, the goal is to 

enhance the accuracy of stock price forecasts by capturing nuanced features from historical data. Additionally, the execution time of 

these models is a critical consideration. While achieving high accuracy is a primary objective, the computational efficiency of the 

models is crucial for practical implementation, ensuring real-time or near-real-time predictions on the selected hardware 

architecture. Therefore, the problem statement centers around the need for improved stock market prediction models that can 

effectively handle randomness in financial time series data, offering enhanced forecast accuracies while maintaining reasonable 

computational efficiency. 

 

III.      LITERATURE REVIEW 

Numerous algorithms are available for forecasting stock market values, with Neural Networks, Genetic Algorithms, Association, 

Decision Trees, Fuzzy Systems, and Recurrent Neural Networks being widely adopted and commonly employed. A review of 

studies comparing algorithms indicates a prevalent trend in the practical application of technical indicators for stock price prediction 

over the past two decades. 

Kim and Han examined algorithmic approaches in neural systems with the aim of predicting stock price values. The application of 

Genetic Algorithm extends beyond improving the training algorithm; it is also employed to mitigate the inherent complexity in the 

feature space. The genetic algorithm optimizes both the association weights between layers and thresholds for feature discretization 

simultaneously. The weights that evolved in genetic form overcome the general limitations of the gradient descent algorithm. 

Therefore, a genetic-based model surpasses conventional models.  

Salim Lahmiri proposed a comparative analysis of Probabilistic Neural Networks (PNN) and the Support Vector Machines (SVM) 

algorithm for stock market analysis, incorporating both economic and technical information. The study revealed the exceptional 

performance of PNN in technical indicators, whereas SVM excelled in handling economic information.  

Ming-Chang Lee and Chang to proposed utilizing both backpropagation and support vector machine algorithms for predicting stock 

market values. Their study demonstrated that the support vector machine algorithm exhibited greater accuracy and correctness 

compared to backpropagation. 

Alaa F. Sheta, Sara Elsir M. Ahmed, and Hossam Faris conducted a comparative analysis involving three algorithms—Regression, 

Artificial Neural Networks, and Support Vector Machines—for predicting the stock market index. Their study concluded that the 

designed SVM model with an RBF kernel exhibited superior prediction capabilities compared to the regression and ANN models. 

The results were validated using the number of criteria. 

Sapkal et al., compared four Stock Market Prediction Algorithms such as Forecasting Algorithm, Moving Averages Algorithm, 

Regression Algorithm and Neural Network Algorithm and gave the best prediction decision based on these algorithms as artificial 

neural network (ANN).  

Yang, Min, and Lin suggested the application of fuzzy neural systems for stock exchange value estimation. Their approach involved 

employing Genetic Algorithm to discover fuzzy rules, as discussed in Gupta, A., & Sharma, D. S. D. (2014). This paper presents a 

method to improve the discovery model by addressing issues that exist in its application. The change in information is accomplished 

primarily by applying Genetic Algorithm in fuzzy framework to find rules, dispense with errors caused by noisy data, and hence 

form valid set of principles. Likewise, fuzzy thinking approach is used based on the rule sets to anticipate value of stock market.  

Mahdi, Hamidreza, and Homa investigated the prediction of stock exchange values using neural networks. In this paper, two sorts of 

neural systems, a feed forward multilayer perception (MLP) and an Elman recurrent network, are used to predict stock value 

dependent on its stock share value history. The use of MLP neural networks proves more effective in predicting stock price changes 

compared to Elman recurrent networks and the linear regression method. However, the direction of changes of stock value can be 

predicted better by Elman recurrent network and linear regression than MLP.  

Shweta, Rekha and Vineet proposed foreseeing future trends in stock market by decision tree rough set based hybrid framework 

with Hierarchical Hidden Markov Model (HHMM). It presents a hybrid framework based on a decision tree rough set for 

forecasting trends in the Bombay Stock Exchange. This hybrid framework incorporates the Hierarchical Hidden Markov Model. It 

also illustrates forthcoming trends grounded in price-earnings and dividend. 
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Vivek Rajput and Sarika Bobde attempted stock market forecasting techniques by incorporating sentiment analysis from social 

media and various other data mining techniques to predict stock market values. However, following a detailed study, they concluded 

that stock prediction is a highly complex task, emphasizing the importance of considering various essential parameters in the 

process. 

 

IV.      METHODOLOGY 

Stock prediction in my paper is based on 3 main algorithms, on analysis of which best algorithm for the prediction of the stock 

market can be evaluated. 

 

A. Back Propagation 

The Back Propagation Algorithm (Figure 1a) is applied to both classification and regression problems. In this context, predicting 

stock prices is framed as a classification problem. We implemented the Back Propagation algorithm for stock price prediction using 

the Numpy and Pandas libraries. Back propagation (backward propagation of errors) is a general supervised learning method to train 

artificial neural networks. Applied in conjunction with an optimization method like gradient descent. Back propagation calculates 

the error (gradient) of the network regarding the network's weights that can be modified. Back propagation is a multilayer feed-

forward network. A Multilayer feed-forward neural network is a network that consists of an input layer, the hidden layer may be one 

or more than one and one output layer. A neural network that has no hidden layers is referred to as a Perceptron. In Back 

Propagation, there is a connection between the input layer and the hidden layer, and the hidden layer is connected to the output layer 

by interconnection of weights. The computational complexity of the neural network rises with an increase in the number of layers. 

This may result in the time taken for convergence and to minimize the error to be very high.  

 
Fig.2 - Back Propagation 

 

B. Long Short Term Memory (LSTM) 

Long Short-Term Memory (LSTM) is a structural block or architecture within a neural network. LSTM blocks are employed to 

construct a recurrent neural network. Recurrent Neural Network (RNN) is a type of neural network (Ican & Celik, 2017) where the 

output of a block is fed as input to the next iteration. The main components of LSTM are: 

 • cell 

 • input gate 

 • output gate 

 • forget gate 

The cell operates by retaining values at regular or arbitrary time intervals. Among these 3 gates, any of them can be called a 

conventional artificial neuron, as in a multi-layer feed-forward network. That means they compute an activation of a weighted sum. 

There are connections between cell and gate some of which are recurrent and some are not. As noted earlier, forecasting stock 

market movements is a time series problem. LSTM does not have the vanishing gradient problem that a traditional RNN has.  
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Fig.3. Long Short Term Memory 

 

C. Support Vector Machine (SVM) 

Support Vector Machine (SVM) is one of the prominent algorithms employed for various classification problems (Figure 3). It is 

one of the regulated learning models with related learning algorithms that examine the information utilized for arrangement and 

relapse analysis. From the given arrangement of training algorithm (Hegazy, O., Soliman, O. S., & Salam, M. A., 2014), the SVM 

training algorithm constructs a model that assigns out new models to either class, making it a non-probabilistic paired direct 

classifier. The SVM model is also referred to as the general representation of examples, mapped with the goal that the models of the 

different classifications are partitioned by clear gap i.e. as wide as could be allowed. New examples are additionally mapped into a 

similar space and anticipated to have a place with the class dependent on which side of the gap they fall. SVMs can also proficiently 

play out a non-straight arrangement utilizing the kernel trick, verifiably mapping their contributions to high-dimensional component 

spaces. As for the given problem, our data was not linearly separable, so we implemented the “RBF” kernel (Deepak, R. S., Uday, 

S. I., & Malathi, D., 2017) which gives better results for nonlinear kernels. For our problem, we implemented SVM using the Scikit 

Learn (sklearn) Library. Using Python code, we imported libraries, tried to run SVM on the training dataset and then predicted 

values on that machine for the test dataset. 

 
Fig.3- Support Vector Machine 

 

V.      COMPARISON AND RESULT 

To ensure the consistency of one algorithm's performance and its superiority over others, we ran the same algorithm multiple times. 

Each algorithm was executed 30 times (Figure 4), and for each run, the prediction accuracy was calculated on the test data. For each 

run, different training and testing datasets are used.  
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Fig.4- SVM 

 

                  
Fig.5- Back Propagation 
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Fig.6- LSTM 

A. SVM Result 

As illustrated in Figure 4, over 30 runs of the SVM algorithm, we obtained a mean accuracy of approximately 65.20%, with a 

standard deviation of 0.15. This indicates that SVM exhibits consistent performance over 30 runs, highlighting the robust nature of 

the SVM algorithm. The algorithm will continue training until it can classify the maximum amount of testing data. This results into 

almost same network at the end resulting same close accuracy values on test data.  

 

B. Back propagation Result 

As depicted in Figure 5, across 30 runs of the Back Propagation algorithm, we achieved a mean accuracy of approximately 66.0%, 

with a standard deviation of 2.32. As we can see Back propagation performs well as compared to SVM but it has huge fluctuation in 

accuracy so, it may cause an issue when we want steady accuracy.  

 

C. LSTM Result 

As illustrated in Figure 6, across 30 runs of the LSTM algorithm, we achieved a mean accuracy of approximately 66.55%, with a 

standard deviation of 1.30. Notably, LSTM performs well compared to SVM and Back Propagation. The minimal fluctuation in 

accuracy suggests an overall performance improvement compared to other algorithms. 

 

Table: 1 Comparison Results 

 SVM Back Propagation LSTM 

Mean Accuracy 65.20 66.00 66.55 

Standard Deviation 0.15 2.32 1.30 

Variation 0.023(approx.) 6.243(approx.) 1.851(approx.) 

 

D. T-Test 

After obtaining accuracy scores for each algorithm, it is essential to perform a T-test to determine which algorithm outperforms the 

others. 
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T-0.95(58) = +-1.701  

The T-test value for a 95% confidence level accuracy for a 30-epoch run fell within the range of ±1.701. If the value for each pair is 

within that range, it suggests a 0.05% chance of improvement with the other pair of algorithms. In the case of Back Propagation and 

SVM implementations, the T-test result is closest to the range.  

Therefore, the likelihood of obtaining a better result from Back Propagation compared to SVM is very low, given the significant 

variations observed for each run in Back Propagation, as indicated in Table 1 and Table 2.  

 

Table: 2 T-Test Results 

Comparison T-Test Result 

Back propagation and SVM 1.885 

Back Propagation and LSTM 1.133 

LSTM and SVM 5.64 

 

VI.      CONCLUSION 

In the scope of this project, we have presented a machine learning approach, specifically deep learning, for predicting stock market 

trends using various neural network architectures. The results showcase how historical data has been effectively utilized to predict 

stock movements with a notable level of accuracy. Through meticulous T-test result analysis, we can derive valuable insights, 

leading us to the conclusion that Long Short-Term Memory (LSTM) outperforms both Back Propagation and Support Vector 

Machines (SVM). Our findings underscore the potential of incorporating diverse factors influencing stock performance and feeding 

them into neural networks, coupled with rigorous data preprocessing and filtering. The trained neural network models exhibit a 

capacity to offer more accurate and precise predictions of stock momentum. Such predictive models have the potential to 

significantly contribute to firms' decision-making processes, leading to an augmented profit ratio compared to current practices. 

Furthermore, the integration of advanced predictive models contributes to increased transparency in the stock market. Firms can 

more effectively analyze losses and strategize for success, fostering a more informed and efficient financial ecosystem. As we 

navigate the landscape of stock market prediction, the amalgamation of sophisticated deep learning methodologies with 

comprehensive data analysis holds promise for shaping a more transparent, accurate, and profitable future for financial enterprises. 
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